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Greetings

Thank you for purchasing the Mylex Globa Array Manager® Client Software for Mylex PCI
Disk Array Controllers. Requestsfor technical information about this and other Mylex products
should be made to your Mylex/IBM authorized reseller or Mylex/IBM marketing
representative.

Please Notice

IBM, Mylex, DAC960, DAC1100, SANArray, Globa Array Manager, GAM, SAM, RAID
Assist, RAID EzAssist, AcceleRAID, eXtremeRAID, and Predictive Failure Analysis (PFA) are
trademarks or registered trademarks of International Business Machines Corporation and its
subsidiaries. Intel, Pentium, and Itanium are trademarks or registered trademarks of Intel
Corporation. Novell and NetWare are registered trademarks of Novell, Inc. SCO and UnixWare
are registered trademarks of Caldera Systems Incorporated. Windows, Windows Me, Windows
NT, Windows X P, Windows 2000, Microsoft Outlook, Microsoft Exchange, and Microsoft At
Work are trademarks or registered trademarks of Microsoft Corp. Linux iswritten and
distributed under the GNU General Public License which means that its source codeis freely-
distributed and available to the general public. Hayesis a registered trademark of Zoom
Telephonics, Inc.

All other referenced product names are trademarks of their respective companies and may be
used herein for the purpose of identifying the products or services of their respective owners.

Unless otherwise noted, companies, names and data used in examples herein are fictitious.

Our Policy

Although reasonabl e efforts have been made to assure the accuracy of the information contained
herein, this publication could include technical inaccuracies or typographical errors. IBM
expressly disclaims liability for any error in thisinformation, and for damages, whether direct,
indirect, special, exemplary, consegquential or otherwise, that may result from such error,
including but not limited to loss of profits resulting from the use or misuse of the manual or
information contained therein (even if IBM has been advised of the possibility of such
damages). Any questions or comments regarding this document or its contents should be
addressed to IBM at the address shown on the cover.

The following paragraph does not apply to the United Kingdom or any country where such
provisions are inconsistent with local law:

IBM PROVIDES THISPUBLICATION “ASIS” WITHOUT WARRANTY OF ANY KIND,
EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED
WARRANTIES OF MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE.

Some states do not allow disclaimer of express or implied warranties or the limitation or
exclusion of liability for indirect, special, exemplary, incidental or consequential damagesin
certain transactions; therefore, this statement may not apply to you. Also, you may have other
rights which vary from jurisdiction to jurisdiction.

Information in this publication is subject to change without notice and does not represent a
commitment on the part of IBM. Changes may be made periodically to the information herein;
these changes will be incorporated in new editions of the publication. IBM reservesthe right to
make improvements and/or changes at any time in the product(s) and/or program(s) described in
this publication.

Itis possible that this publication may contain reference to, or information about, Mylex
products (machines and programs), programming or services that are not announced in your
country. Such references or information must not be construed to mean that IBM intends to
announce, provide, or make available such Mylex products, programming, or servicesin your
jurisdiction.



About This Manual

Thisinstallation guide covers the steps involved to install and use the client
component of Mylex’s Global Array Manager® with Mylex PCI Disk Array
Controllers for Software Kit 5.

For information on installing and running the server component of Global
Array Manager, consult the Global Array Manager Server Software
Installation Guide and User Manual for Software Kit 5.

Conventions

Throughout the manual, the following conventions are used to describe user
interaction with the product:

bold The user must enter the bold text exactly as shown
A Press the Enter key, or
Enter Pressthe key labeled “Enter” (or “Delete”, etc.)

File->Run  Select the Run option from the pull-down menu
activated when the File menu pad is selected

@ Note

Supplementary information that can have an effect on
system performance.

A Caution

Notification that a proscribed action has the potential
to adversely affect equipment operation, system
performance, or dataintegrity.

WARNING

Notification that a proscribed action will definitely
result in equipment damage, data loss, or personal
injury.
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Chapter 1
Introduction

Overview

Global Array Manager® (GAM) Client software manages the AcceleRAID

and eXtremeRAID families of PCI RAID controllers. This manual provides
information on GAM Client for Software Kit 5. Software Kit 5 supports new
server features for the following controllers:

» eXtremeRAID 2000/3000
» AcceleRAID 352/170/160

If you are using Mylex controllersthat are not listed above, refer to the
Global Array Manager Client Installation and User Manual for Software Kit
4.

GAM Client software is used to:

» Monitor and manage virtually unlimited numbers of server and disk
array groups:

* Monitor, manage, maintain, and configure Mylex Disk Array
Controllers and the physical and logical drives that are connected to
these controllers, even across remote servers.

* Monitor and manage SCSI Host Bus Adapters and the physical devices
that are connected to these adapters, even across remote servers.
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Overview

Global Array Manager Components
Global Array Manager has two components:

» Global Array Manager Server component (which is part of the Mylex
Disk Array Controller Software Kit 5)

» Globa Array Manager Client component
Each component handles specific tasks based upon the selected function.

Configuration Functions

Configuration functions are easily performed using RAID Assist™, an
intuitive, wizard-like utility in the GAM Client component that simplifies
the process of setting up or reconfiguring a disk array. Just answer afew
brief questions, and RAID Assist automatically does the rest. Use Manual
Configuration for more control over drive group setup or individual
configuration parameters.

Monitoring Functions

The Global Array Manager Server component collects and disseminates
information on disk array or HBA subsystem status and resource utilization.
The Global Array Manager Client component organizes this information
through an intuitive graphical display. Errorsand eventsarerecorded inalog
fileand in the Log Information Viewer window, and if a problem is serious
enough to warrant immediate attention, operators can be alerted via popup
windows, pagers, fax, or email if so desired.

Maintenance Functions

The Global Array Manager Client manages or performs maintenance on
individual disk arrays and drives (with the appropriate authentication), again
by means of the graphical user interface. Thisincludes removing physical
devices from operation in afunctioning disk array (also known as “killing”
or off-lining adrive), rebuilding drives, selecting hot spares, and initiating a
consistency (or parity) check on arrays that are configured to support
redundancy. The Global Array Manager Server executes the management
instructions specified by the Global Array Manager Client.

1-2 GAM Client User’'s Guide



Introduction

Requirements

Since Global Array Manager is aclient/server application, the GAM Server
software component provided in the Mylex Disk Array Controller Software
Kit must be installed in one or more file serversin order for the GAM Client
software component to operate. Hardware and software requirements for
installation and operation of the GAM Server component are described for
each supported network operating system in the Global Array Manager
Server Software Installation Guide and User Manual.

Client Hardware and Software

PC-compatible computer with an 80486 or higher class processor and
at least 4 MB of system memory (Pentium® processor and 16 MB of
system memory are recommended)

Network interface card connected to a functioning network

Appropriate network device drivers for the installed network interface
card

For proper client component connectivity, installed and functioning
GAM Server software component on the server, under any of the
supported operating systems

CD-ROM drive for CD-ROM installation, or 3 1/2-inch disk drive for
diskette installation

Fixed disk with at least 8 MB available free space (16 MB
recommended)

Mouse or other pointing device

A minimum display screen setting of 800 x 600 is recommended.
However, we recommend setting the display at 1024 x 768 for
optimum GAM client viewing.

Component installation and operation: Linux, Microsoft® Windows®
XP 32-bit and 64-bit, Windows 2000, Windows NT® 4.0, Windows
95, Windows 98, or Microsoft Me™ installed on alocal hard disk

TCP/IP stack installed

Manual No. SA67-0049-01 1-3



Requirements

Optional
e Modem or Fax/Modem (Hayes-compatible)

* MAPI- or SMTP-compliant messaging such as Microsoft Outlook™
(Required for Windows)

» Microsoft Exchange®, and Microsoft At Work® (Windows 95) for fax
notification of events

Refer to your server documentation and to the Windows documentation for
more information on hardware and operating system requirements.

1-4 GAM Client User’'s Guide



Chapter 2
Installation

Installation Overview

Installation of the Global Array Manager Client component requires one of
the following operating systems:

()

()

()

Windows XP 32-bit or 64-bit
Linux (using Wine)
Windows NT 4.0

Windows 2000

Windows 98

Windows Me

This chapter assumes that the network administrator for this site will be
performing these installation procedures.

If you areinstaling GAM Client, you may aso choose to install GAM
Server and its subcomponents at the same time on the same system. When
installing GAM Server, dialog boxes for the server component appear and
require a computer restart before launching the GAM Client software. Refer
to the Global Array Manager Server Software Installation Guide and User
Manual for GAM Server installation instructions.

Manual No. SA67-0049-01 2-1



Installation of Global Array Manager Client

Installation of Global Array Manager Client

Global Array Manager software is shipped on an accompanying distribution
CD-ROM. Thefilelist (and path) is as follows (where X: represents the
drive letter of your CD-ROM drive):

XAGAM\WINNT\ (X:\GAM\WIN2K\ or X:X\GAM\WIN64\)

_INST32I.EX_ DATA.TAG SETUP.EXE
_ISDEL.EXE DATAL.CAB SETUP. INI
_SETUP.DLL DATAL.HDR SETUP. INS
_SYS1.CAB LANG.DAT SETUP.LID
_SYS1.HDR LAYOUT.BIN

_USER1.CAB OS.DAT

_USER1.HDR

Installing Global Array Manager Client Software

1. If youintend to install GAM Server with GAM Client, make sure
TCP/IPisinstalled and functioning properly.

2. Insert the distribution CD-ROM into your CD-ROM drive.

AutoRun will cause the CD-ROM to display the Mylex RAID
Management Software Installation menu (Figure 2-1).

ﬂ. Mylex Solutions

RAID Management Software Installation

¥ Install Global Array Manager™
» Create Software Diskeftes

» Explore the CD

» View Product Information

» Read Documentation

P Install Adobe®Acrobat® Reader

b Exit

Figure 2-1. Mylex RAID Management Software Installation Menu

3. Click the option called “Install Global Array Manager.” Thisoptionis
used to install GAM Server and GAM Client.

2-2 GAM Client User’'s Guide



Installation

Global Array Manager Setup will load the installation wizard.

4. After afew moments, the Welcome dialog box will display
(Figure 2-2). Click Next to proceed with the installation, or click
Cancel to end the installation procedure and return to the menu.

Welcome Ed |

welcome bo the Global Aray bManager Setup
program. T his program will install Global Array
- b anager on wour camputer.

It iz =trongly recommended that you exit all Windows programs
before running thiz S etup program.

Click Cancel to quit Setup and then cloze any programs pou
have mnning. Chck Mest to cantinue with the Setup pragram.

WARMIMG: Thiz program iz protected by copyright law and
international treaties.

Unauthonzed reproduction or diztribution of thiz program, or any
portion of it, may rezult in severe civil and criminal penalties, and
will be prozecuted to the maximum extent pozsible under law.

Cancel |

Figure 2-2. Welcome Dialog Box
5. Whenthe IBM Software License Agreement screen displays, click Yes
to accept the terms of the agreement and continue.

If you click No, you will not be allowed to continue GAM Client
installation.

The Select Components dialog box is displayed as shown in Figure 2-3. At
this point you will select the component(s) you wish to install.

Manual No. SA67-0049-01 2-3



Installation of Global Array Manager Client

Select Components |

Select the components pou want ta install, clear the components
you do not want to install

LComponents

obal Array b anager Client
[ SAMAray Manager Client
| Global Aray M anager Server

Description
Requires that the Global Aray Manager
Server component be installed on this or

zome other network, attached computer.

Space Reguired: 352K
Space Available: 2938298 K
< Back | Mest » Iﬂ Cancel |

Figure 2-3. Select Components to Install

6. Toselect Global Array Manager Client for installation, click the box (if
necessary) to check the Global Array Manager Client option.

@ Note

If installing the Global Array Manager Client, you
may also choose to install Global Array Manager
Server a thistime. Instructions for GAM Server
installation are described in the Global Array
Manager Server Software Installation Guide and
User Manual.

7. Click Next and follow the on-screen prompts.

2-4 GAM Client User’'s Guide



Installation

Installing Global Array Manager Client with Linux

Installing the Global Array Manager Client on a Linux operating system
requires the use of Wine™. Wineis a program that ports the GAM Client
onto Linux. It is highly recommended that you use the Wine version from
the specified web site. This version of Wine has been tested with GAM
Client and we do not guarantee that our product supports other versions.

Install Wine

Go to the following web site to download Wine:
http://www.rpmfind.net

Refer to the following web sites for further information on Wine.
http://www.winehg.com

http://www.codeweavers.com

Install GAM Client

Global Array Manager software is shipped on an accompanying distribution
CD-ROM. Thefile path is as follows (where x: represents the current
version number.):

\GAM\Linux\gam-client-x.xx-xx.i386.rpm
Install GAM Client on Linux:

rpm -ivh gam-5.00-XXXxXxxX.1386.rpm

GAM will be installed under /opt/gam

To run GAM Client see” Starting Global Array Manager” on page 3-1.
Further information is availablein README.TXT filein the distribution
CD-ROM

Manual No. SA67-0049-01 2-5



Installing Global Array Manager Client with Linux

To Uninstall GAM Client Software

1. Query theinstalled GAM Client software:

rpm -ga| grep gam
2. Uninstall GAM Client software:

rpm -e gam-5.00-XXXXXXXX

2-6
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Chapter 3
Startup & Navigation

Starting Global Array Manager

Starting the Global Array Manager Client requires both the Server and
Client components. It isrequired that you install and start GAM Server
before you attempt to run the Global Array Manager Client.

Server Component

Installation and startup of the Global Array Manager Server component is
covered in the Global Array Manager Server Software Installation Guide
and User Manual. The software for GAM Server is provided on the
installation CD-ROM.

Refer to the appropriate sections in the above-mentioned manual for
instructions on starting the Global Array Manager Server component under
any of the supported network operating systems.

Client Component

Under Windows XP 32-bit and 64-bit, Windows Me, Windows 2000,
Windows NT 4.0, Windows 98 or Linux, you are ready to start the Global
Array Manager Client once you have installed the client on your workstation
(see“Installation” on page 2-1).
To start GAM Client:
¢ Under Windows XP 32-bit and 64-bit, Windows Me, Windows 2000,
Windows NT 4.0, or Windows 98, start the GAM Client software by

selecting
Start->Programs->Mylex Global Array Manager Client.

* Under Linux, type gam.

If at least one server group and file server are defined, the opening screen
appears. If not, the Define Server Groups dialog box appears (see “ Setting
Up Server Groups and Servers’ on page 3-17).

@ Note

In order for event notification to occur, the Global
Array Manager Server and Global Array Manager
Client must be running at all times.
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Navigating Global Array Manager Client

Navigating Global Array Manager Client

This section describes the navigating features and options that GAM
provides.

Button Controls

Dialog boxes throughout the Global Array Manager Client have a series of
control buttons. Some examples of these include:

Click this button to apply the settings made in the dialog box.
Click this button to cancel the settings made in the dialog box.

Yes Click this button to confirm the action identified in the dialog
box.

Click this button to cancel the action identified in the dialog
box.

Click this button to close the active dialog box.
Click this button to apply your configuration changes.

3-2 GAM Client User’'s Guide



Startup & Navigation

Components of the GAM Client Opening Screen

Upon startup (with defined servers), Global Array Manager Client displays
the opening screen, consisting of the Global Array Manager window, the
Global Status View window, and the Log Information Viewer (Figure 3-1).

AN #3 #4

z Global Array Manager =] x|

File Wiew Administration” Window  Hel
1
e 5 | LR | & o |I<@ ||nl 1 | [FEEE] edemeRisiD 2000 ~
.+ Global Status Yi o [=] ]
917.816 |
= MT
| DACs (2) g {2 DACs (2)

z Log Information Yiewer : / =101 x|

Ewvent IC Severik: Source | Source Time Device Address Drescripti / | Seq | Lacal Time ;I
I-136 4 winnk Tue May 01 19:22:12 2001 ctl: 1 logdre: 5 Logical driv%as been placed online. 151 Tue May 01 1922,

0 I-1 4 winnk Tue May 01 19:22:12 2001 ctl: 1 chn: Okgt: 10 A hard disk has been placed anline. 152 Tue May 01 19022,
0 I-1 4 winnt Tue May 01 19:22:12 2001 ctl: 1 chn: Okgt: 9 A hard disk has been placed online. 153 Tue May 01 1222,
o I-1 4 winnk Tue May 01 12:22:12 2001 ctl: 1 chn: Okgt: 11 A hard disk has been placed anline. 154 Tue May 01 19:22,,
0 I-148 4 winnk Tue May 01 19:22:12 2001 ct: 1 logdre: & A logical drive has been Found. 155 Tue May 01 1222,
0 I-136 4 winnk Tue May 01 1922:12 2001 ctl: 1 logdrv: 6 Logical drive has been placed online, 156 Tue May 01 1HZE,,
0 I-145 4 winnk Tue May 01 19:22:12 2001 ctl: 1 logdre: 7 A logical drive has been Found. 157 Tue May 01 19022,
0 I-136 4 winnt Tue May 01 19:22:12 2001 ct: 1 logdre: 7 Logical drive has been placed orline. 158 Tue May 01 1022, J
o I-145 4 winnk Tue May 01 12:22:12 2001 ct: 1 logdre: & A logical drive has been found. 159 Tue May 01 19:22,,
‘? 136 4 winnk: Tue May 01 19:22:12 2001 ct: 1 loadre: & Logical drive has been olaced online, 160 Tug Mav 01 1?:22‘. i
4 L3 2

|For Help, press F1 |

Figure 3-1. Opening GAM Screen

Components of the GAM Client Windows

The major components of the GAM Client windows (Figure 3-1) are
described below.

1. Item #1 isthe menu bar. There are five menus with several selections
each. The contents of the menus and the functionality of several of the
most important selections will be described throughout this guide.

2. Item#2 istheroolbar. There are seven toolbar icons representing eight
of the most useful functions availablein GAM Client. The identity of
each toolbar icon and an explanation of the purpose of each will be
described in later sections of this chapter.

3. Item#3 isthe server selection box. When selected, the box displaysthe
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Navigating Global Array Manager Client

names of each server group that isin contact with the current client
workstation. Each group may consist of multiple servers. You may
select a specific server group to view, or select “All Servers’ if you
want to view al the servers that are connected to this workstation.

Item #4 isthe controller selection box. When selected, the box displays
the controller ID (C-0, C-1, etc.) and controller type (BT-952,
eXtremeRAID 2000, etc.) of each SCSI HBA and PCI/SCSI connected
to the currently-selected server.

Components of the Global Status View Window

The major components of the Global Status View window (Figure 3-1) are
described below:

5.

Item #5 is an icon that represents the currently-selected file server
running the GAM Server component. The icon identifies:

o thelP address (e.g. 10.17.3.172) or name (e.g. ide40) of the server

* the network operating system running on the server (e.g. 2000 =
Windows 2000; NT = Windows NT; NW = Novell NetWare, etc.)

* the operationa status of the server (green = functioning, yellow =
attempting connection, red ‘X’ = unable to connect)

* the number of DAC (PCI/SCSI) controllers and/or SCSI HBA
controllers connected on the server, with a controller operational
status light (green = functioning, yellow = critical, red ‘X’ = down
or nonfunctional)

Item #6 is an icon that represents a currently unselected file server

running the GAM Server component. The icon identifies the same
information described above.

Components of the Log Information Viewer

7.

Item #7 in Figure 3-1 isthe GAM Client Log Information Viewer. Each
linein the Log Information Viewer identifies asingle event (error,
status, warning, etc.) which was noted during monitoring by afile
server running GAM Server, and was transmitted by that server to this
client workstation. Relevant details accompany the event:

* Event ID. Displays an icon showing whether the event is
informational, cautionary, awarning, etc., plus the identification
number assigned to this event.
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» Severity. The severity level of this event.

* Source. The IP address or name of the file server that is the sender
(source) of this event.

* Source Time. Day of the week, month, day of the month, time of
day, and year at the source file server’s location when this event
occurred.

* Device Address. Relevant channel/target or other data pertaining to
the source of this event.

» Description. Text of the message describing what occurred.

» Sequence (Seq). Number representing where thisevent fell in a
stream of events from the same source.

» Local Time. Day of the week, month, day of the month, time of day,
and year at the local client workstation’s location when this event
arrived.

Components of the Controller View Window

Open the Controller View window by double-clicking any server icon in the
Global Status View, or as shown in Figure 3-2:

Yiews Adminiskration  Window  Help
v Global Skatus Yiew, ..

Controller Wiew. ..
b,

v Log Information Wietks

Fareground Initialize Status, .,
Background Initialize Skatus, ..
Rebuild Skatus, ..

Consistency: Check Status, .,
Expand Capacity Status, .,
Patrol Fead Status. ..

Error Table

Zluster Map

Figure 3-2. Select “Controller View”

The Controller View window (Figure 3-3), displays the following
information about the controller currently selected in the controller selection
box:

* |tem #1: The number of channels on this controller, each channel
depicted as atower.
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* Item #2: The physical devices present on each channel, specifying
the target 1D, capacity of the device, device type, and device status.
See “Physical Device and Logical Drive Monitoring” on page 5-6
for more information.

* Item #3: Thelogical drives configured on the controller, specifying
the logical drive number, capacity of the logical drive, configured
RAID level, and logical drive status.

* Item #4: The enclosure device present on each channel, specifying
the device inquiry data (vendor, bus width, etc...), and the device
state.

 Item #5: The host device present on each channel, specifying the
device inquiry data (vendor, bus width, etc...), and the device state.

#1 = #2 #3

£ Controller ¥iew {winnt, Con’roller-1, gamroot) 10| x|
Physzical Devies [MB) Logical Drves [MB]: ﬂ

_ : ':“*?"'“9'3 0 [ 1==]1000 RalD 3

: Private Private Frivate 1 1000 RAID 5

> 873 - —
& —— 2 [I=]1002  RaID 0+
E— S 3 [==]1500 RaD3
:h 8732 G a0 4 [=]1500 PR&DS

— &7z

5 (=]1500  RaID 0+1
E =]1500 FRaD3
7 =150 RaDs
& [=]1500  RaID 0+1

& a7a
9 a7a2
0__ a732
[T
12_p a732

\
#4 #5

Figure 3-3. Controller View Window - “Non-Fibre”” RAID Controller
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eXtremeRAID 3000

The Controller View window for the eXtremeRAID 3000 (Figure 3-4),
displaysthe same information as described in the previous section. However,
it isorganized graphically to allow many more targets to be shown in each of
the fibre channels, and the Controller View is scrollable.

The number of targets per column can be set in the GAM2CL.INI file.
Channel 0O represents the internal SCSI channel.

Ed Controller View (9.68.17.112, Controller-0, gamroot)

Lagical Drives [MB]:

0 =_J1000  RAIDD

1 [=_]1000 RAIDO

Total Logical Capaciy: 2000 MB

Total Physical Capacity: 41350 MB
ol |

Figure 3-4. Controller View Window — eXtremeRAID 3000 Controller

Status Icons

The following icons display the status of logical and physical devicesin the
Controller View Window:

[E>cmeeq Physical Device Offline State
T =9z Physical Device Online State (configured)
Physical Device Rebuild State
E_e= Physical Device Unconfigured

| Spare Physical Device
Logical Drive Critical State
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[F=] Logica Drive Consistency Check State
=] Logical Drive Online State (configured)

[X—] Logical Drive Offline State
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Menu Bar and Menus

GAM Client contains a menubar (Figure 3-5) in the Global Array Manager
window.

File “iew Adminiztiation Windoms  Help

Figure 3-5. Menu Bar

File Menu
The File menu (Figure 3-6) contains the following options:

* Open Configuration (Ctrl+0O): Loads a configuration from disk and
savesit to the controller. (See “ Setting Up Server Groups and Servers’
on page 3-17.)

» Save Configuration (Ctrl+S): Saves a configuration file to a new
filename, disk, and/or directory.

* Clear Configuration: Removes configuration information from the
selected array on the selected controller.

A Caution

Although there are confirmation checkpoints and
warningsfollowing selection of thisoption, remember
that all existing configuration and file data (on all
drives connected to the array) will be deleted.

+ Exit; Exitsthe GAM Client.

Open Configuration...  Cril+0
Save Configuration...  Chil+5

Clear Configuration

E =it

Figure 3-6. File Menu
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View Menu
The View menu (Figure 3-7) contains the following options:

* Global Status View: Toggles the Global Status View window. The
Global Status View window opens by default when Global Array
Manager Client starts.

» Controller View: Toggles the Controller View window showing
channel/ID/target information and physical device/logical drive
configurations for the controller selected in the controller selection
box.

* Log Information Viewer: Toggles the Log Information Viewer, a
window showing alog of recent system error and status event
messages. The Log Information Viewer opens by default when Global
Array Manager Client starts.

» Foreground Initialization Status: Displays the progress (percent
complete) of an ongoing full foreground initialization of one or more
drives.

W drministration  Window  Help
v G|0§| Status Yiew. ..
v Controller Wiew. ..
v Log Information Wiewer

Forearound Initialize Status, .,
Backaround Initialize Skatus, .,
Rebuild status, ..

Consistency Check Status,
Expand Capacity Status, .
Patrol Read Status. ..

Error Table
Cluster Map

Figure 3-7. View Menu

* Background Initialization Status: Displays the progress (percent
complete) of an ongoing full background initialization of one or more
drives.

* Rebuild Status: Displays the progress (percent complete) of an
ongoing device rebuild.
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Consistency Check Status: Displays the progress (percent complete)
of an ongoing logical drive consistency check.

Expand Capacity Status: Displays the progress (percent complete) of
an ongoing data restriping process across the target RAID group.

Patrol Read Status: Enables GAM Client to poll every 1 minuteto get
new status data from the controller.

Error Table: Displays atable of bad block and “request sense” data
generated as aresult of finding areas of damage or data unavailability
on astorage device. Datafor al storage devices on the selected
controller are presented in the same tables.

Cluster Map: Displays a graphical back end cable connection for the
controller selected from the cluster controller list.

Administration Menu

The Administration menu (Figure 3-8) contains the following options:

Sign On: Enables use of GAM’s configuration and administration
functionsto “Administrators’ (“gamroot” + password). Enables only
monitoring functionsto “Users.”

Define Server Groups: Sets up server groups and individual server
names or | P addresses within each group.

Select Current Server Group (Ctrl+G): Displaysthe current contents
of the server selection box located in the Global Array Manager
window. Functions in the same way as directly selecting the server
selection box.

Select Current Controller (Ctrl+C): Displays the current contents of
the controller selection box located in the Global Array Manager
window. Functions in the same way as directly selecting the controller
selection box.

RAID Assist: Mylex’s built-in RAID Controller configuration utility.
Facilitates configuration tasks using either one-step “automatic”
configuration, a configuration “wizard” assistant, or amanual
(advanced level) configuration option allowing more control over
configuration parameters.
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Administration  Window  Help

Signn S

DEfine Server Groups, ..

Select Current Server Group, , . ChtlH+G
Select Current Contraller... Chrl+C

RAID Assist, ..

Initialize Logical Drives. ..

Contraller Information. .

Enclasure Information;..

Controller Oplions. ..

Phyysical Device Options. ..

Intelligent EEL..

Scan Devices

Advanced Functions... »

Setkings...

Figure 3-8. Administration Menu

« Initialize Logical Drives: Offers the ability to run afull initialization
of logical drives at atime of your choice, not just immediately
following a new configuration. If it'sinconvenient to follow a
configuration immediately with alogical drive initiaization, you can
decline the initialization and use this menu item to start the process at a
later time.

A Caution

If you perform an initialization on alogical drive(s)
that you are currently using for data storage, you will
lose the data stored on the drive(s).

 Controller Information: Displays key information about the
currently-selected controller.

* Enclosure Information: Displays information and status about
components in the external disk enclosure.

» Controller Options: Sets various parameters for the selected Disk
Array Controller or SCSI HBA. Unlike Controller Information, user
definable controller parameters are modified in Controller Options.

» Physical Device Options: Displaysalist of all physical devices
connected on the currently-selected controller and allows the user to
change transfer speed, transfer width, and/or tag value for individual
devices.
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* Intelligent BBU: (Only enabled if the selected controller has an
Intelligent Battery Backup Unit installed.) Displays a dialog box from
which you can do the following:

» Monitor the power remaining in the Intelligent BBU.

» Request reconditioning of the Intelligent BBU (for eXtremeRAID
2000 and eXtremeRAID 3000).

» Set the low power threshold.

The Intelligent BBU’s features and functionality are described in detail
elsewhere. GAM simply offers away of keeping up-to-date asto the
condition and charge in the battery.

* Scan Devices: Scans for new devices that have recently been added
and which are not currently identified within GAM Client.

* Advanced Functions: Opens a submenu (Figure 3-9) from which you
can select the following options:

 Flash Utility: Provides the ability to upgrade controller firmware,
BIOS, boot block, or BIOS configuration utility as new maintenance
releases become available.

» PATHpilot: Starts the PATHpilot Information Control Console
(PIC) asaseparate application. See” Clustering & Teaming” on page
4-38 for more information.

Locate Array... |

Advanced Functions. .

Flash Utility. ..
Seftings. .. . . PaTHpilat

Figure 3-9. Advanced Functions Submenu

» Settings: Opens a tabbed dialog box in which you can specify the
Alert/Alarm, Communication, and Event Editor settings that you
desire. Examples of such settings include type of alarm, such as pager,
fax, email, etc., modem baud rate, COM port, stop bits, data bits, parity,
event severity level, event message editing, and so on.
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Window Menu

The Window menu (Figure 3-10) isastandard feature of Windows XP 32-bit
and 64-bit, Windows Me, Windows 95/98, Windows 2000, and Windows
NT. It isimplemented as such in GAM.

window

Tile
LCazcade

1 Global Status YWiew
2 Log Infarmation Yiewer
v 3 Controller Yiew [204.32.130.202, Controller-2, gamront]

Figure 3-10. Window Menu

Help Menu

The Help menu (Figure 3-11) identifies the on-line help options available
within the Global Array Manager Client.

» Contents (F1): Displaysalist of available help topics.

* About Global Array Manager: Displays the Windows standard
“About” box.

Caontents... F1

About Global Aray Manager...

Figure 3-11. Help Menu

Toolbar and Toolbar Icons
GAM Client contains atoolbar (Figure 3-12) in the Global Array Manager

window.
SR s T

Figure 3-12. Toolbar

Each toolbar button corresponds to a function available from the menu bar.

Disk Configuration Wizard: Brings up the RAID
#5|  Assist dialog box for RAID controller configuration.
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Scan Devices: Scans for new, recently added devices
which are not yet identified within GAM.

Displays Controller Information: Displays key
information about the currently-selected RAID
Controller or HBA.

Error Table: Displays atable of “request sense”
data.

Sign-On: Enables configuration and
administration functions to Administrators and
monitoring functionsto “Users.”

‘T

Settings for Events: Opens a dialog box for
specifying the Alert/Alarm, Communication, and
Event Editor settings that you desire.

g2 B

? Help Contents: Displays the on-line help
contents page.

Manual No. SA67-0049-01 3-15



Exiting Global Array Manager

Exiting Global Array Manager
Exit Global Array Manager Client as shown in Figure 3-13:

Dpen Configuration...  Crl+0
Save Configuration...  Clrl+5
Clear Configuratiarn

Exit

Figure 3-13. Select “Exit”

@ Note

We recommend leaving the GAM Client running as
long as there are servers you wish to monitor or
configure. If you do exit, you will be unableto receive
events from GAM Server and you will not be
informed of errors or status unless you restart GAM
Client and reconnect to the server(s).

Exiting GAM Server

Refer to the GAM Server manual for Software Kit 5 for details on how to
exit GAM Server.
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Setting Up Server Groups and Servers

Adding a Server Group to the Server Group List

Open Define Server Groups as shown in Figure 3-14. (Thisis not necessary
if you are starting GAM and no Server Groups are defined. The Define
Server Groups dialog box will display automatically.)

Adrniniskrakion

Sign On

Seleck Current Server Group...
Seleck Current Conkroller. .. Chrl+C

RLAI0 Assist, ..

Initislize Logical Brives, . .

Controller Information...

Enclosure Infarmation, ..

Cantraller Options, .

Blivsical Meyvice GRLans. . .

Intelligent BEL...

Scan Devices

Advanced Functions. . 3

Settings...

Figure 3-14. Select “Define Server Groups”

In the Define Server Groups dialog box (Figure 3-15), do the following:
1. Click the Add button under the Server Groups section of the dialog

box.
Define Server Groups 2lx|
—Server Groups —————————————— —Servers
w200 winnt

Discovered

Al Remove | Al | Remove |
coca |

Figure 3-15. Define Server Groups Dialog Box
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2. Inthe Adding Item dialog box, type the name of the server group that
you are adding.

3. Click OK. The Define Server Groups dialog box will reappear with the
newly-defined server group added.

@ Note

The Discovered group contains alist of all server
hosts that are sending eventsto the client.

Adding a Server to the Server Groups List

With the Define Server Groups dialog box open (Figure 3-15), do the
following:

1. Click the Add button under the Servers section of the dialog box.

2. Inthe Adding Item dialog box, type the | P address of the server that
you are adding. If you’re running GAM Client under Windows XP
32-bit and 64-bit, Windows 2000, Windows NT or Linux, you may
instead type the name of the server.

3. Click OK. The Define Server Groups dialog box will reappear with the
newly-defined server added.

4. To add more serversto the group, repeat steps 1 through 3.

5. Click OK inthe Define Server Groups dialog box when you are
finished.

After adding servers, Global Array Manager returns to the Global Status
window.

@ Note

Sdlect “All Servers’ to see al serversin the Globa
Status view.
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Signing On to a Server

This section describes the different server access levels and the methods of
signing onto the Global Array Manager Client.

Security Access Levels

The ability to perform certain actions within the GAM Client depends on
your security access level. There are three levels of security access, Guest
(no sign-on), User, and Administrator.

@ Note

Do not confuse GAM’s Administrator access level
with the Windows' log on name*“ Administrator,” they
are not the same. The password “gamroot” isrequired
to be established as a user on the server host. It is
recommended that the “gamroot” user be established
with Windows' “Administrator” privilegesor Linux’s
root privileges. The “gamroot” account must be
password protected and the password must be
managed in a security conscious manner. GAM relies
on the server host’s operating system security
measures. Therefore, proper handling of the
“gamroot” password is critical to the protection of
user data on the controller.

Guest

Guest access level is achieved by not signing on to a server host. Guests can
monitor the Log Information Viewer and the Global Status View. Guests
cannot view or make changes to any controller parameters or configurations.

User

User accesslevel isachieved by signing on to a server host using ausername
that is not “gamroot,” but one that the administrator of that server assigns.
Users have all the capabilities of Guests. Users can also view the detailed
status of a controller by activating the Controller View, Controller
Information and Enclosure Information. Users cannot view or make changes
to any controller parameters or configurations.
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Administrator

Administrator access level is achieved by signing on to a server host using
the username “gamroot”; use of a password is highly recommended.
Administrators have the capabilities of Guests and Users plus the full
privilege to view and change the status and settings of the selected controller
and other internal GAM settings.

Signing On

To gain accessto capabilities beyond Guest accesslevel, you must sign on to
aserver host.

Double-click ahost icon in the Global Status View (Controller View must be
closed first).

» The Sign On dialog opensif you have never signed on during this
session or if you did not check the Sign On dialog’s Remember
password box on the previous sign on (see Figure 3-16).

* If you have previously signed on and did check the Remember
password box then the previously entered username and password will
automatically be used for this new sign on.

2 x|

Server: I weinnt

U=zername; I garmroot

Pazswoaord: I

v Remember password for this session

Zign-an I Cancel |

Figure 3-16. Sign On Dialog Box

If the sign on fails, the Sign On dialog will open to allow adjustment of the
username and/or password or you may open Sign On at any time as shown in
Figure 3-17.
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Administration
Define Servergroups. 00
Select Current Server Group... Chrl+E
Seleck Current Contraller, .. Chrl+C

RLAID Assist, ..

Initialize: Logical Brives. . .
Controller Infarmation. ..
Enclasure Information. ..
zontroller Sptions. .
Fhysical Device Options,
Inteligent BBU...

Scan Devices

Advanced Functions. .. k %
Settings. ..

Figure 3-17. Select “‘Sign On”

GAM'’sinternal operation during Sign On isto:

1.

Encrypt the username and password and send them to the GAM Server
running on the selected server host.

The GAM Server receives and decrypts the username and password
and makes an operating system specific call to validate them per the
server host’s operating system’s user accounts.

After the username and password are validated by the operating system
the username is compared to the string “gamroot”. If the username
matches, sign on is granted Administrator access level.

The GAM Server notifies GAM Client of the success or failure of the
sign on attempt and whether or not that sign on attempt has been
granted Administrator access level.

Do the following to sign on to a server:

1.

Type a username and password of your choice that are previously
enabled on the server host.

Thiswill provide access privileges appropriate for the username.

Check the box labeled “Remember password for this session” if you
want GAM to refrain from Sign On messages each time you select a
server during this session which uses the same password. This amounts
to an automatic sign-on to additional servers and should be used with
caution.
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Uncheck the box if you want to retain the option of signing on to each

server you wish to access individualy.
3. Click the Sign-On button (see Figure 3-16).

Setting and Modifying User Preferences

Open Settings by clicking Administration->Settings on the menu bar or the

Preferences icon as shown in Figure 3-18.

Administration  Window  Help

Sign 0 ..

Define Server Groups, .

Seleck Current Server Groum... ChH 4G
Seleck Current Contraller, .. Chrl+C
RAID Assist, ..

Initialize Logical Drives. ..
Controller Information...
Enclasure Information. ..
Conkroller Options, .
Physical Device Options. ..
Inteligent BBU...

Scan Devices

Advanced Functions. .. k

Figure 3-18. Select “Settings”
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Alert Preferences

Settings H
Alert Preferences | Alarm Setup | Carnruric ation | Ewent Editar |
—Ewent Log
' Append to log file ¥ Enable event logging
" Replace log file Igam20|-|'3§l Browse. . |

— Enable Global Alerts for Seventy Levelz)

— Ermnail —Pager

Mo W1 Tz D3 T4 Mo C1 Tz K2 T4

—Fax — Launch Application

Mo W1 D2 D3 T4 o K1 2 D3 4

Alarm Sound

[Fu Vi Tz T3 4

(]9 I Cancel

Figure 3-19. Settings Dialog Box — Alert Preferences

In the Settings dialog box, under the Alert Preferencestab (Figure 3-19), you
have several options:

Event Log
» Append eventsto your current log file, or
* Replacethelog file (overwrite it)
* Renamethelog file
» Enable or disable the event logging function

Enable Global Alerts for Severity Level(s)

» For each type of alarm (Email, Pager, Fax, Launch Application, and
Alarm Sound) check the box(es) corresponding to the event severity
level(s) for which you would like to enable this type of alarm globally.

For example, in Figure 3-19, all Level 0 and Level 1 messages/events
will result in an alarm sound locally, and email, page (Level 0 only),
and fax to those individuals identified in Alarm Setup.
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Events are numbered from O for most severe to 4 for least severe, and
can be edited by the user.

Finish by doing one of the following:

» Click OK to accept the global alert settings and exit the Settings dialog
box, or

» Click Cancel to leave original settings unchanged, or
 Click another Settings tab to set additional user preferences.

Alarm Setup

The top half of the Alarm Setup dialog box lists the types of alarms that can
be used (Pager, Fax, Email, Launch Application). The lower half of the
Alarm Setup dialog box lists the currently defined destinations/reci pients/
applications for the alarm type selected in the upper window (Figure 3-20).

@ Note

Email requiresMAPI- or SMTP-compliant messaging
(e.g. Microsoft Outlook), as well as Microsoft
Exchange.

Settings H

Alert Preferences  Alam Setup I Communication I Ewent Editorl

=[] Pager

| EEE1aae
- Fan

g Email

]| Launch Application

| Frefis | Delay | Suiffix | Modem setup string | Hangup stri
ATDT ... ATEFECIED2LT +++ ATHD

< | i

Add... | Remaowve | Froperties... |

(] I Cancel |

Figure 3-20. Settings Dialog Box — Alarm Setup
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Add a Pager
1. Select the Pager alarm type in the upper window.
2. Click Add.
The Pager setup box is displayed as shown in Figure 3-21.

¥ Enabled

Modem Setup String: |AT&F&C1 D201
— Photie

Prefix: |ATDT

Number: |555-1234

Sulfis: |

Delay: I

Madem Hangup String: |+++ ATHD

—Paager Type
£ Mumeric ' Alphanumeric

.f-\dvanced...l Test | OF. I Cancel |

Figure 3-21. Pager Setup Dialog Box

3. Inthe Pager box:
» Enable or disable this Pager entry using the Enabled check box.
* Typethe Modem Setup String, or keep the default.
» Type aPager Prefix, or keep the default.
» Type the phone number of someone who will receive a page.
» Type aPager Suffix if needed.
» Type aPager Delay interval. The value of each commais 1 second.
» Typethe Modem Hang-up String, or keep the defaullt.

@ Note

Please consult your modem manufacturer or modem
documentation for the specific strings which work
best with your modem.
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» Select the appropriate button for a Numeric or Alphanumeric pager.

4. 1f you need to enter a Message Prefix, Suffix, or Delay interval, click
Advanced. Type the desired information and click OK to return to the
Pager setup box.

5. To test the pager using the settings you' ve input, click Test.
6. When you are satisfied with the Pager you'’ ve set up, click OK.

Your new Pager entry appearsin the lower window of the Alarm Setup
dialog box. (Refer to Figure 3-20 for an example.)

Remove a Pager
1. Select the Pager alarm type in the upper window of Alarm Setup.
2. Select the Pager entry to remove in the lower window of Alarm Setup.
3. Click Remove.

A confirmation message is displayed as shown in Figure 3-22.

Global Amrray Manager

@ 555-1234 will be deleted.

Do you want bo proceed?

Figure 3-22. Remove Pager Entry Message

4. Click Yesto remove the Pager entry, or click No to keep the entry.
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Add a Fax Using Windows

For fax notification Microsoft Exchange and Microsoft At Work Fax
software must beinstalled on your system. GAM supports only Microsoft At
Work Fax under Windows 95. The Software field is not selectable.

The required fax software components should already be available as part of
the normal Windows installation.

To add afax, follow these steps.
1. Select the Fax alarm type in the upper window of the Alarm Setup
dialog box (Figure 3-23).

Settings

Blert Preferences  Alarm Setup | Communication I EventEditorI

-] Pager

£-BF Fax

@ 555-4321
g Email

Bl Launch spplication

Fax | Software | Header
32 ticrozoft &b Wk Fax

4| | i

Add.. Remove | Properties... |

Ok I Cancel |

Figure 3-23. Fax Alarm Setup

2. Click Add.
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The Fax setup box is displayed as shown in Figure 3-24.

Fax [ 7]
¥ Enabled
Hurnber: |555'4321| Sofbware: IMichsoft Abwdork Fax j

Header: I

Figure 3-24. Fax Setup Dialog Box

3. Inthe Fax box:
» Enable or disable this Fax entry using the Enabled check box.
» Type the fax phone number of someone who will receive afax.
» Typeafax header, if desired.

4. To test the fax using the settings you have input, click Test.

5. When you are satisfied with the Fax you have set up, click OK.

Your new Fax entry appears in the lower window of the Alarm Setup
dialog box. (Refer to Figure 3-23 for an example.)

Remove a Fax

1. Select the Fax alarm type in the upper window of Alarm Setup.

2. Select the Fax entry to remove in the lower window of Alarm Setup.
3. Click Remove.
4

. At the confirmation message, click Yes to remove the Fax entry, or
click No to keep the entry.
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Add a Fax Using Linux
When using Linux, the behavior of the Fax Alert function is defined in
gamZ2cl.ini file asfollows, which islocated under “~User/.gam/”.

@ Note

If you are using afax utility program other than “fax,”
you may need to modify the FAXUSERSCRIPT
accordingly.

[COMM_SECTION]

FAXUSERSCRIPT=/usr/bin/fax DEV=ttySO NAME=%H send %N %M

where,
%H is replaced with header string
%N is replaced with phone number to dial
%M is replaced with message file name
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Add an Email Using Windows

1. Select the Email alarm type in the upper window of the Alarm Setup

dialog box (Figure 3-25).

Settings

&lert Preferences  Alam Setup I Communication | Ewent Editoll

-8 Pager

- Fax

=28 [Email

- fH addiess@myserver. com
l Launch Application

Recipient

| Subject

Gt &lert]

Add..

Eemove |

Eropertes. |

o]

Cancel |

Figure 3-25. Email Alarm Setup

2. Click Add.

The Email setup box is displayed as shown in Figure 3-26.

Email

v Enabled

Fecipient: Iaddress@m}l&ewer.cum

Subject: |GAM Alert!

Test |

o |

Cancel

Figure 3-26. Email Setup Dialog Box

3. Inthe Email box:

» Enable or disable this Email entry using the Enabled check box.
» Typethe email address of someone who will receive an email.

« Type the subject of the email.
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4. To test the email using the settings you’ ve input, click Test.
5. When you are satisfied with the Email you' ve set up, click OK.

Your new Email entry appearsin the lower window of the Alarm Setup
dialog box. (Refer to Figure 3-25 for an example.)

Remove Email
1. Select the Email alarm typein the upper window of Alarm Setup.
Select the Email entry to remove in the lower window of Alarm Setup.

Click Remove.

> W DN

At the confirmation message, click Yesto remove the Email entry, or
click No to keep the entry.
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Add an Email Using Linux

When using Linux, the behavior of the E-mail Alert function is defined in
gam2cl.ini file asfollows, which islocated under “~User/.gam/”.

[COMM_SECTION]
EMAILUSERSCRIPT=/usr/bin/mail -s“ %S’ %R < %M

where,
%S is replaced with subject string
%R is replaced with recipients
%M is replaced with message file name

Add an Application to Launch
1. Select the Launch Application alarm type in the upper window of the
Alarm Setup dialog box (Figure 3-27).

Settings HE

Alert Preferences  Alam Setup | Cormmunication I Event Editorl

{8 Pager
#-5F Fan
#-E@ Email
=1-E [Launch Applization
l C:\Program Files'MydppsiMatify exe

Application Mame | Launch Once |
'qfl C:“Program Files\Mudpps'Motify, exe Yex

Eemowe | Eroperties,. |

0K | Cancel |

Figure 3-27. Launch Application Alarm Setup

2. Click Add.

The Launch Application setup box is displayed as shown in
Figure 3-28.
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Launch Application EHE
V¥ Enabled
W Launch Only Once

I Browse. . |
= oK | Cancel |

Figure 3-28. Launch Application Setup Dialog Box

|'.-'-‘«|:u|:uicatiun Mame

3. Inthe Launch Application box:

» Enable or disable this Application entry using the Enabled check
box.

» Enable Launch Only Onceif you want to prevent the application
from launching again if GAM detectsthat it is aready running.

» Typethe name of an application to launch should certain events or
messages require it. If you are using Linux, you need to type the full
location path beginning with a slash (/).

* If you don’t remember the name or path of the application, click the
Browse button.

4. To test the application launch using the settings you’ ve input, click
Test.

5. When you are satisfied with the application you’ ve set up, click OK.

Your new application entry appears in the lower window of the Alarm
Setup dialog box (refer back to Figure 3-27 for an example.)

Remove an Application to Launch

1. Select the Launch Application alarm type in the upper window of
Alarm Setup.

2. Select the Launch Application entry to remove in the lower window of
Alarm Setup.

3. Click Remove.
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4. At the confirmation message, click Yesto remove the application entry,
or click No to keep the entry.

Properties

For any of the four alarm types (Pager, Fax, Email, Application), you may
view aparticular entry’s settings by selecting an entry in the lower window
of Alarm Setup and clicking Properties.

Communication

In the Settings dialog box, under the Communication tab (Figure 3-29), you
have the option to change any of the following:

Settings HE
Alert Preferencesl Alam Setup Communication | Event Editorl
Stop Bits———————
Baud Rate |1szuu vI ’7 (Ol 15 2
—Pot————— — Parity —Data Bits
¢ NOME &+ MOME 4
5 COMT, " Even /5
" COM2  0dd (85
" COM2  Mark 7
© COM4 " Space (O]
| Ok, || Cancel I

Figure 3-29. Settings Dialog Box — Communication

Baud Rate
Select the baud rate appropriate to your communication hardware.

Port
Select the COM port at which your communication hardware resides.

Parity

Select the type of parity for communication sessions. None, Even, Odd,
Mark, Space.
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Stop Bits

Select the number of stop bits required for communication sessions: 1, 1.5,
2.

Data Bits

Select the number of data bits required for communication sessions. 4, 5, 6,
7, 8.

Finish by doing one of the following:

* Click OK to accept the communication settings and exit the Settings
dialog box, or

* Click Cancel to leave original settings unchanged, or
» Click another Settings tab to set additional user preferences.

Event Editor

Settings EH

Alert Preferencesl Alam Setupl Communication  Event Editor I

Evwent |D: |12 vl User Event ID: |12 Severity: I‘I vl Drefauilt |

—a&larm for the Event
Global  Enable Global Enable
M I | sl S auird v I~ Fav
v ™| Fager v = Launch &pmlization
Il I~ | Ermail

Ewent Message Text :

Default Al |
(]9 I Cancel |

Figure 3-30. Settings Dialog Box — Event Editor

In the Settings dialog box, under the Event Editor tab (Figure 3-30), you
have several options.
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Event ID/User Event ID/Severity/Default

1. Sedect an Event ID to edit from the Event ID list box.

2. Typeyour own number for this event in the User Event ID list box, or
keep the default (equal to the Event ID number).

3. Typeyour own event severity level in the Severity list box, or keep the
default (set by IBM).

4. Click the Default button to return all settingsfor this particular event to
their defaults.

Alarm for the Event

When all Global boxes are checked, you can view the alarms that will
activate when this particular event occurs (these are based on the settings in
Alert Preferences). Check or uncheck specific boxesif you wish to override
these defaults and change the alarms for this event.

Event Message Text
Type new text for this event, or keep the default text (set by IBM).

After modifying the event definitions, adatafile called “gam2cl.gef” will
automatically be generated. Thisfile will then be read at each GAM startup
and adialog box will be displayed (Figure 3-31).

Global Array Manager

Reading event definitions from event file <gamZcl.gefs.

Figure 3-31. gam2cl.gef dialog box

The dialog box message indicates that the file defines all events even for
new releases of GAM that may have added new events. However, the new
events will not be seen until the gam2cl.gef fileis deleted and GAM client is
restarted.

Default All

Click the Default All button to reset all events of al severity levels back to
their defaults.
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Finish by doing one of the following:

» Click OK to accept the event settings and exit the Settings dialog box,
or

» Click Cancel to leave original settings unchanged, or
» Click another Settings tab to set additional user preferences.

For More Information...

This concludes the Startup & Navigation chapter. For additional information
on Global Array Manager options and functionality, refer to other chaptersin
thisinstallation guide, and to the context-sensitive online help file available
from the Help menu, by pressing F1, or by right-mouse-clicking an item on
which you require help.
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Chapter 4
Configuration

Introduction

Configuration activities involve the following:
» Setting or modifying controller options to suit your application needs
» Modifying physical device options for data transfer or tag value

» Creating, modifying, or deleting Mylex RAID Controller
configurations

» Loading a configuration from disk and saving it to the controller
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Setting and Modifying Controller Options

Open Controller Options as shown in Figure 4-1.

Administration  Window  Help

Signn S

DEfine Server Groups, ..

Select Current Server Group, , .
Select Current Contraller...

CErlH-G
Chrl4C

RAID Assist, ..

Initialize Logical Drives. ..
Contraller Information. .
Enclasure Information;..

Controller Oplions. ..
Phyysical Device Options. .. k
Intelligent EEL..

Scan Devices

Advanced Functions...

Setkings...

Figure 4-1. Select “Controller Options™

To configure options for a controller, compl ete the following property pages.

Controller Options

To configure Controller Options, follow these steps:
1. Select the Controller Optionstab (Figure 4-2).
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Controller Options el |

Contraller Options | Advanced

— Global Parameters — Startup Pararneter
¥ Enable Automatic Fiebuild tManagement Dizk 5 pin-up: Orn Command
Rate: IED A | Dievices per Spins: |2 'l
¥ Enable Background Initialization ol BT B
el IED ll | b | Delay Between Spins: IE TeC
Check Consistency Rate — Cluztering Parameters
IED il —ILI ¥ Enable Clustering
MORE Rate Contraller Hast D IFf j’
[0~ 4] _I*l| - Gache Line Size [KB)
Uszer Selected: I 'I
¥ Enable Auta Drive Sizing
Active: Is

0K I Cancel |

Figure 4-2. Controller Options Dialog Box for new PCI DAC

2. Enable or disable (by checking or unchecking) any of the following
global parameters:

» Automatic Rebuild Management. \Works in conjunction with
SAF-TE disk array enclosuresto detect removal of afailed drive and
perform an automatic rebuild after installation of areplacement
drive. Change the default Rate Controlsto less than or equal to 50.
Do this by using the slide bar or typing the rate in the edit box. A
rate of 50 dedicates the maximum allowable resources to a rebuild
allowing it to proceed at its fastest.

* Background Initialization. Allows logical drive initialization to
take place “behind the scenes’ so that the logical driveis
immediately available for use. If you disable this option, logical
drives will need to complete their initialization process before they
can be used. Change the default Rate Controls to less than or equal
to 50. Do this by using the slide bar or typing the rate in the edit box.
A rate of 50 dedicates the maximum allowabl e resources to an
initialization allowing it to proceed at its fastest.
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Consistency Check Rate. Change the default Rate Controls to less
than or equal to 50. Do this by using the slide bar or typing the rate
in the edit box. A rate of 50 dedicates the maximum allowable
resources to a Consistency Check allowing it to proceed at its
fastest. Lowering the number devotes more resources to |/Os and
consequently slows the Consistency Check process.

MORE Rate. Change the default Rate Controlsto less than or equal
to 50. Do thisby using the slide bar or typing the rate in the edit box.
A rate of 50 dedicates the maximum allowable resources to an array
expansion or other MORE operation allowing it to proceed at its
fastest. Lowering the number devotes more resources to 1/0Os and
consequently slows any MORE process.

Auto Drive Sizing. Allows the software to set similar drive sizes
(e.g.4.0GB, 4.1 GB, 4.2 GB) to acommon size automatically
without the need to edit the mylexdrv.siz file. Thisleads to smoother
operation by allowing drives of similar sizesto be treated as
identical sizesfor hot spares, replacement drives, and within arrays.
If you disable this option, the software will read and use the current
contents of mylexdrv.siz.

Change some of the following Startup Parameters:

Disk Spin-up. On Command drive spin-up only.

Devices Between Spins. Number of devicesto spin up a onetime.
A low number lessens the likelihood of a power drain.

Initial Delay. Number of seconds between physical device start-ups.

Delay Between Spins. Number of seconds between consecutive
device spin-up cycles.

Clustering. Under Windows XP 32-bit and 64-bit, Windows 2000 or
Windows NT 4.0, alows redundancy among controllersin various servers.
If acontroller or server fails, another controller can take over the disk drives
and disk arrays that were formerly handled by the failed controller. This
mechanism imparts a “fault tolerance” among controllers and servers.

Change the following Clustering Parameter:

Controller Host ID. Change if you want to set this controller’starget ID to
something other than 7.
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Cache Line Size. The cache line size represents the size of the datain
controller memory that will be read or written at one time.

Change the following cache line size parameters:

» User Selected. Select the 64KB cache line sizeif all of your logical
drives have a stripe size greater than 64KB. If not, select the 8KB
cachelinesize. If you try and select a 64KB cache line size and GAM
detects one or more logical drives with a stripe size less than 64KB, a
message box will open with the message “64KB Cache Line Size will
be used only when all logical drives use 64KB or greater Stripe Size.”

» Active. Displays the cache line size that the controller is currently
using. Read-Only field.

Click the OK button to accept the changes, or the Cancel button to discard
them.

Advanced Controller Options

To configure Advanced Controller Options, follow these steps:
1. Select the Advanced Controller Optionstab (Figure 4-3).

Controller Options ﬂ il

Controller Options ~ Advanced

— Temporarily Offline BAID Amap—————— — Patrol Read
[ Enable [ Start Automatically on Start Lp
— Device Health Monitoring [S.M.4 8. TAE.C]— Delay between |terations: ID Hours

[~ Enable Paolling

Polling Interval: ID Minutes - Fibre Channel S peed
Channel: ID 'l {* Auto
1 Gh/sen
 2Eb/sen
oK I Cancel |

Figure 4-3. Advanced Controller Options Dialog Box for new PCI DAC

Enable or disable (by checking or unchecking) the following parameters:
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* Temporarily Offline RAID Array. Prevents a second physical
drive associated with a currently critical system drive from being
permanently marked offline. The disk drive is marked temporarily
unavailable or dead.

* Device Health Monitoring (S.M.A.R.T). SM.A.R.T. (Self-
Monitoring Analysis and Reporting Technology) will monitor the
condition of drives and global and dedicated hot spare drivesthat are
part of aRAID configuration group.

You can set the Polling Interval from 0—255 minutes, where 0 means
that SM.A.R.T. mode 6 is disabled.

» Patrol Read. Starts the Patrol Read operation automatically on
power up. Patrol Read will periodically verify all sectors, including
system reserved areain the RAID configured drives. It worksfor al
RAID levels and standby drives. The patrol read isinitiated only
when the controller isidle for a defined period and has no other
background activities.

Once enabled, Patrol Read assumesthat all configured system drives
will undergo patrol read sequentially. When all configured drivesare
“patrolled,” it will repeat the operation over and over again.

You can set the Patrol Read Iterations from four hoursto 1016 hours
in multiples of four hours.

* Fibre Channel Speed. Manages three speeds of the fibre channel.
Auto - Sets an Auto Negotiate speed for the host port(s) selected.
1 Gb - Setsa 1 Gigabits/second speed for the host port(s) selected.
2 Gb - Sets a 2 Gigabits/second speed for the host port(s) selected.

Click the OK button to accept the changes, or the Cancel button to discard
them.

SCSI Host Bus Adapters

In the Controller Options dialog box (Figure 4-4), you have severa options.
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Controller Options HE
—SCE| Device Parameters
SCEIID: ID vI
€ Asynchronous 5 MHz
& 10 MHz 20 MHz
¥ Enable Disconnect
— Startup Parameters
Spin-up - Mo Spin up j Delay I 1 Sec
Ok I Cancel |

Figure 4-4. Controller Options Dialog Box for SCSI HBA

Enable or disable (by checking or unchecking) the following SCSI Device
Parameters:

* Wide Negotiation. Allows the controller to negotiate at wide data
transfer rates.

» Disconnect. Allows the target to disconnect from the initiator.
Change the SCSI ID of thisHBA.
Change either of the following Startup Parameters:

 Spin-up. No Spin up or Controller spin up.

» Delay. Number of seconds before physical device startup.
Change the following SCSI Device Parameter:

* Maximum datatransfer rate of the disk side channels. Speeds are
Asynchronous, 5 MHz, 10 MHz, and 20 MHz.

Click the OK button to accept the changes or the Cancel button to discard
them.
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Modifying Physical Device Options
Open Physical Device Options as shown in Figure 4-5:

Administration  Window  Help

Signn S
DEfine Server Groups, ..

Select Current Server Group, , . ChtlH+G
Select Current Contraller... Chrl+C
RAID Assist, ..

Initialize Logical Drives. ..
Contraller Information. .
Enclasure Information;..
Controller Oplions. ..
Phyysical De ions...
Intelligent EEL..
Scan Devices
Advanced Functions... »

Setkings...

Figure 4-5. Select “Physical Device Options”

The Physical Device Options dialog box (Figure 4-6) displays and allows
you to change certain physical device transfer options.

Physical Device Options 2x|
todel | Channel | Target | Transfer Speed | TlansferWidthl Tag\-"alue| -
1. DGHS09D 0 0 20MHz 16 Bits 16
2 DGHS03D 0 1 20MHz 16 Bits 16
3. DGHS09D 0 2 20MHz 16 Bits 16
4 DGHS09D 0 3 20MHz 16 Bits 16
5. DGHS03D 0 4 20MHz 16 Bits 16
£ DGHS03D 0 8 20MHz 16 Bits 16
7. DGHS09D 0 g 20MHz 16 Bits 16
8. DGHS09D 0 10 20MHz 16 Bits 16
9. DGHS09D 0 1 20MHz 16 Bits 16 —
10. DGHSOSD 0 12 20MHz 16 Bits 16
11, WIKING 1191504 2 1 20MHz 16 Bits 16 LI

— Setting Optionz
Tranzfer Speead; |2DMH2 VI Transfer width: I‘IEBits "I Tag¥alue: |1B

Apply | Ok, | Cancel |

Figure 4-6. Physical Device options Dialog Box

A list of physical devices connected to the currently-selected controller is
displayed with the following information about each device:
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* Model number of the physical device (often includes drive size)

* Channel number and Target ID where this device resides on the
controller

* The current Transfer Speed (in MHz) for the device
* The Transfer Width (8 bits or 16 bits) for the device
* The Tag Value
You may change the Transfer Speed, Transfer Width, and/or Tag Value for a
single or for multiple physical device(s) as follows:
1. Select the physical device(s) in the window by clicking under Model.
Current settings are displayed under Setting Options.
2. Change the Transfer Speed and/or Transfer Width, if desired, by
selecting an available option in the drop down list box.
3. Change the Tag Value, if desired, by typing anew valuein the Tag
Valuefield.

If you selected multiple devices together, all selected devices will be
changed to the values you’ ve specified.

Running RAID Assist

RAID Assist isthe Global Array Manager Client’s “wizard” for the setup
and configuration of new logical drives and disk arrays.

Initssimplest form, RAID Assist provides an Auto Configuration option
which immediately configures al available drivesinto an optimal, RAID 5
configuration. RAID Assist's Assisted Configuration SetSup anew array
according to predefined parameters, and asks the user questions to gather the
key information necessary to build the array.

If configuration needs go beyond what Auto or Assisted Configuration
offers, the Manual Configuration option allows additional control over
logical drive setup parameters.

Entering RAID Assist

Open RAID Assist by clicking Administration->RAID Assist on the menu
bar or the RAID Assist icon as shown in Figure 4-7.
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Administration  Window  Help

Sign &, ..

Define Server Groups, .,

Seleck Current Server Group... |G
Seleck Current Conkroller. .. Chrl+C

Initialize Logical Egves. »

Conkroller Information, ..
Enclosure Infarmation, ..
Contraller Options. .
Phiysical Device Options, .,
Intelligent BEL...

Scan Devices

Advanced Functions. . 4 F‘
Settings... =

Figure 4-7. Select “RAID Assist”

The RAID Assist “Welcome” dialog box displays (Figure 4-8).

Raid Aszzist (204.32.130.202. Controller-2]

1 wWelcome

Welcome to RAID Assist!

RAID Assist allows you te set up new configurations, ad«
logiical drives to existing configurations, and expand the
capacity of existing arrays. To get started with RAID
Assist, cheose a configuration method below:

Creates an optimal configuration uzing all available

drives with minimal user input ¢ Autornatic Configuration I

Creates or modifiez a configuration using a
step-by-step, question and answer format

Agzigted Configuration...

Creates or modifiez a configuration using only

information provided by the uzer Manual Configuratior... |

Cancel |

Figure 4-8. RAID Assist “Welcome’ Dialog Box

In the RAID Assist “Welcome” dialog box (Figure 4-8), do one of the
following:

* Click the Automatic Configuration button if you want to provide only
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minimal input and allow RAID Assist to set up an optimal
configuration automatically, or

» Click the Assisted Configuration button if you want RAID Assist to
lead you step-by-step through the configuration, or

* Click the Manual Configuration button if you want full control over
your configuration setup, or

e Click Cancdl if you want to exit RAID Assist without any changes.

Automatic Configuration
Automatic Configuration provides three options:

» New Configuration. Sets up a new configuration on the controller,
deleting the previous configuration and data (if any).

* Add Logical Drive. Sets up additional arrays (logical drives) leaving
the existing array(s) intact. At least one array must be configured on
this controller, and unconfigured drive space must remain.

* Expand Array. Restripes datain your array across additional,
unconfigured drives to expand the capacity of the array.

For example, open New Configuration as shown in Figure 4-9.

Butomatic Configuration

— Data Overvwrite Method

Create & neww configuration. If there is an existing configuration, it
sill e oversweritten andd all data will be lost.

— Data Retain Method

Litilize the remaining svailable space in an existing array, or creste £dd Logical Drive |
a newy array using unconfigured disk drives. Existing data will not

be affected by this process.

Expand the capacity of an existing array. Existing data will nat be Expand Array |
affected by this process.

Cancel |

Figure 4-9. Select “New Configuration”
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The new configuration created is based on the total number of drives
discovered by the Global Array Manager. The automatic configuration
feature uses the maximum number of drives, provides a fault tolerant RAID
level when able, and creates a hot spare drive for drive failure protection.
The number of logical drives created is dependent on the total number of
physical drives discovered.

The Finish screen displays (Figure 4-10).

Automatic Configuration/Mew Configuration [10.1.19.100, Controller-0]

1 wielcome 2 Finish |

RAID Assist has completed the configuration !

Y'ou can wiew detailz of the configuration by clicking the "Details..." button. IF
wou are satigfied with the configuration az defined below, click the “applp"
Fault Tolerance button ta implement the configuration.

Fiaid Lewel 1wt wish to redefing the configuration, go to the "welcome' page and select
— "M anual Configuration’,

Logiceal Dirives

Oiptimization Configuration Summary:

Finish Phwszical drives B Logical dives 1
Phwszical capacity . 47RO ME Logical capacity © 3808 MB
Hat spares 1 RAID level : RaAlD &
Stripe zize © B4 KB Cache line size : BKB
Enable wite cache  : No Initialize : Mo

< Back | Apply | Cancel |

Figure 4-10. Automatic Configuration->New Configuration->Finish
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Do the following:

1. Examine the Configuration Summary for details about the
configuration that RAID Assist will set up.

2. If you want to start over, click the Back or Cancel button, or the
Welcome tab, OR

If you want to view the configuration before it is applied to the
controller, click the Details button. You will be taken to an equivalent
of the Disk Arrays page as shown in Manual Configuration, except that
you can only view and close the details window.

3. If you accept the configuration as presented, click the Apply button at
the Finish page to apply the new configuration to the controller.

A warning confirmation box appears as shown in Figure 4-11.

T

Changing configuration iz data destructivel

If ywou wwant to proceed, confirm by typing the ward YES: I |

[0]24 I Cancel

Figure 4-11. WARNING Before Applying the Configuration

4. TypeYESand click OK if you are sure you want to apply the new
configuration and overwrite the old. If you' re not sure, click Cancel.
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Assisted Configuration
Assisted Configuration provides three options:

* New Configuration. Sets up a new configuration on the controller,
deleting the previous configuration and data (if any).

* Add Logical Drive. Sets up additional arrays (logical drives) leaving
the existing array(s) intact. At least one array must be configured on
this controller, and unconfigured drive space must remain.

» Expand Array. Restripes datain your array across additional,
unconfigured drives to expand the capacity of the array.

For example, open New Configuration as shown in Figure 4-12:

fzsisted Configuration

Diata Owerwrite Method

Create & nevy configurstion. If there is an existing configuration, it
will ke arverseritten and all data sl be lost.

[rata Retain Method

Lttilize the remaining available space in an existing atray, or create &dd Logical Drive
& Meswy afray using unconfigured disk drives. Existing data will not

be affected by this process.

Expand the capacity of an existing array. Existing data will nat be Expand Array
affected by thiz process.

Cancel

Figure 4-12. Select ‘“New Configuration”

Assisted Configuration walks you step by step through a new configuration
(Figure 4-13). Each “tab” in the Assisted Configuration dialog box collects
information about an important aspect of the configuration you wish to set
up. During this process, you provide answers to several questions.
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Fault Tolerance Tab

Configure the following options (Figure 4-13) for fault tolerance.

1. Do you want Fault Tolerance? [Yes/NO]
2. Do you want aHot Spare? [Yes/NO]

Asszisted Configuration/Mew Configuration [204.32.130.202. Controller-2)

1welcome 2. Fault Tolerance | 3. RAID Level | 4. Logical Diives | 5.0ptimization | E.Finish |

data stored on other disk drives in the armay.
Fault Tolerance

Faid Lewel Do you want Fault Tolerance?

Fault tolerance will use part of pour storage capacity to store redundant
data. If a drive failz, lost data can be reconstructed using the redundant

* ' No

Logiceal Drives

Oiptimization

Finish

drive in & fault tolerant aray.

Do you want a Hot Spare?

Selecting a haot spare will reserve a diive to automatically replace a failled

* Yes ' No

< Back |

et > | Cancel |

Figure 4-13. Assisted Configuration — Fault Tolerance
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RAID Level Tab If Fault Tolerance Was Yes (Figure 4-14), choose between:
* Parity error correction (RAID 5, RAID 3), or
* Fully redundant drives (RAID 1, RAID 0+1)

Assisted Configuration/Mew Configuration [192.9.10.201, Controller-0)

1elcome | 2 Faulk Tolerance 3 RAID Level | 4 LogicaIDrivesl 5.Uptimizati0n| E.Finishl

Parity errar comection (R&ID 5, RAID 3] optimizes capacity and
performance and requires at least three devices.

Fully redundant drives [RAID 1, RalD 0+1] offer high performmance but
reduces available capacity by one-half. BAID 1 iz uzed if there are twa
Fiaid Lewel available devices; RAID 0+1 if there are three or mare.

Fault Tolerance

Logical Orives

' Parnity ermor correction [RAID 5. RAID 3);
' Fully redundant drives [RAID 1, BAID 0+1)

Dptimization

Finish

< Back | MNext > | Cancel |

Figure 4-14. Assisted Configuration — RAID Level With Fault Tolerance
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RAID Level Tab If Fault Tolerance Was No (Figure 4-15), choose between:
» Striping (RAID 0), or
» Stand-alone drive (JBOD)

Aszisted Configuration/Mew Configuration [204.32.130.202, Controller-2)

1.Welcome| 2 Fault Taolerance 3. RAID Level | 4. LogicaIDrivesl 5.Dptimization| E.Finishl

Data striping, no faulk tolerance [RAID 0] improves performance by stiping
data across twa or more physical devices.

Mo data striping, o fault tolerance [JBOD) configures a single physical

Fault Tolerance -
device on the contraller.

Faid Lewel

Liogical Orives

(¥ Data striping, no fault tolerance [RAID 0]

Clptimization

" Mo data striping. no fault tolerance (JBEOD)

Finish

< Back | Mext > | Cancel |

Figure 4-15. Assisted Configuration — RAID Level With No Fault Tolerance
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Logical Drives Tab
Configure the following options (Figure 4-16) for alogical drive.
1. How many logical drives do you want to create? [1-32]

2. How much capacity do you want to use? [default=100% available
space, or equivalent in MB]

3. Doyouwant toinitialize logical drives?[Yes/NO]
Thisis done after the configuration has been applied.

Assisted Configuration/New Configuration [204.32.130.202. Controller-2)

1welcome | 2 Fault Tolerance | 3 BAID Level 4. Logical Drives 5.Dptimizalion| B.Finishl

Assisted configuration will create logical drives from the capacity and
number of logical drives pou specify.

Fault Tolerance
Fiaid Level How many logical drives do you want to create? =

Logical Crives

How much capacity do you want to use? |1UU X 124028 MB

Clptimization

Finish

Selecting intialize will initialize all logical drives.

Do you want to initialize logical drives? & Yes Mo

< Back | E | Cancel

Figure 4-16. Assisted Configuration —Logical Drives

Certain Mylex PCI RAID Controllersallow Immediate RAID Availability of
logical drives after configuration. For these controllers, initialization can
take place in the background without the need to wait for full foreground
initialization. If you selected Yes to the question above and the controller
supports background initialization, the following screen will display (Figure
4-17):
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Global Array Manager

By selecting "Ma", the drives will be automatically initialized in the background.

@ B ackaground initialization iz supported by the contraller.
By selecting "res", foreground initialization will be done.

Are pou sure you want to do foreground inbialization?

Figure 4-17. Background Initialization is Supported

4. |If thismessage appears, click Yesto request afull foreground
initialization of logical drives once the new configuration is applied,

OR

Click No to take advantage of the background initialization support.
Once you' ve applied your configuration, your logical driveswill be
available for immediate use.

Manual No. SA67-0049-01 4-19



Running RAID Assist

Optimization Tab
Configure the following options (Figure 4-18) for optimization.
1. Choose between:
» Write cache enabled (write back)
» Write cache disabled (write through)
2. Select a Stripe Size from the valid drop-down list.
3. Select Cachelinesize.

Valid cache line size values depend on the stripe size settings. If the
cache line size of 64KB is currently being used by the controller and
you choose a stripe size that is lower than 64K B, a Warning dialog box
will open with the following message, “ Due to your selection of Stripe
Size less than 64KB, 8KB Cache Line Size will be used.”

Aszsizted Configuration/New Configuration

1elcome | 2. Fault Tolerance | 3 BalD Level | 4. Logical Diives  5.0ptimization | E.Finishl

IF your host system has an Uninterruptable Pawer Supply [UPS], or pour
cottraller has a Battery Backup Unit [BEL], write cache may be enabled
for added performance.

Fault Tolerance

& Mnite cache enabled [write back):
" ‘rite cache disabled [write through])

Fiaid Level

Logical Orives

Clprimiz aticn

Finizh You can et stipe size and cache line size best suited for your system.
They will be applicable far each zystern drive.

Stripe size: |E4 KB VI

Cache line size: gKE =«

< Back | Mewt » | Cancel

Figure 4-18. Assisted Configuration — Optimization
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Finish Tab
When you get to the Finish screen (Figure 4-19), do the following:

Assisted Configuration/Mew Configuration [204.32.130.202, Controller-2)

1.Welcome| 2 FauItTDIerancel 3 RalD Levell 4. LUgicaIDrivesI 5 Optimization & Finish

RAID Assist has completed the configuration !

“'ou can view details of the configuration by clicking 'Details..." button, IF
wou are satisfied with the configuration as defined below, click the “Apply"

Fault Tolerance button ta implement the configuration.
Faid Lewel If pou wigh to redefine the configuration, go to "Welcome' page and select
- "t arual Configuration’.

Logical Orives

Optimization Configuration Summary:

Finish Physical dives o4 Logical drives 1
Fhyzical capacity : 12408 MB Logical capacity : 8272 MB
Hot spares 1 RAID level . RalD &
Stripe zize . BKB Cache line size  : BEKB
Enable write cache  : Mo Imitizlize : Mo

Details... I < Back | Lpply | Cancel |

Figure 4-19. Assisted Configuration ->New Configuration ->Finish

1. Examine the Configuration Summary for details about the

configuration that RAID Assist will set up.
If you want to start over, click the Welcome tab or Cancel button, OR

If you want to change your answers to any of the questions you were
asked, click the appropriate tab to return to that screen, OR

If you want to view the configuration before it is applied to the
controller, click the Details button. You will be taken to an equivalent
of the Disk Arrays page as shown in Manual Configuration, except that
you can only view and close the detail s window.

If you accept the configuration as presented, click the Apply button at
the Finish page to apply the new configuration to the controller.

A warning confirmation box appears as shown in Figure 4-20:
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4.

Y -

® Changing configurstion is data destructivel

If wou want to proceed, confirm by typing the waord YES: I |

(0.4 I Cancel

Figure 4-20. WARNING Before Applying the Configuration

Type YES and click OK if you are sure you want to apply the new
configuration and overwrite the old. If you are not sure, click Cancel.

@ Note

In Assisted Configuration, Add Logical Drive and
Expand Array function very similarly to the New
Configuration option. In each case RAID Assist leads
you step-by-step through the relevant questions for
the task.

Manual Configuration

Manual Configuration provides four options:

Edit Configuration. Displays the current configuration (disk arrays
and logical drives) and allows you to add or delete alogical drive(s)
randomly. This operation is called Random Add or Delete a L ogical
Drive(s) and does not affect any other existing logical drive data, but it
may cause an available space to be segmented. After the edit isapplied,
if deleting alogical drive, data on the edited logical drive(s) will be
lost.

New Configuration. Sets up a new configuration on the controller,
deleting the previous configuration and data (if any).

Add Logical Drive. Setsup additional arrays (logical drives) randomly
leaving the existing array(s) intact. At least one array must be
configured on this controller, and unconfigured drive space must
remain.

Expand Array. Restripes datain your array across additional,
unconfigured drivesto expand the capacity of thearray. M.O.R.E.2 and
RAID Level Migration functions are available here.
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* Defragment Array. Defragments unused spacesin an existing array.

For example open New Configuration as shown in Figure 4-21.

Manual Configuration 2=

—Diata Overwrite Method

Change existing configuration. Data on modified logical drives will Edit Configuration
be lost.
Create & nevy configurstion. If there is an existing configuration, it Mewy Configuration |
will ke orverseritten and all data sl be lost.

—Data Retain Method

Lttilize the remaining available space in an existing atray, or create Add Logical Drive |
& MEswy afray using unconfigured disk drives . Existing data will not

be affected by this process.
Expand the capacity of an existing array. Existing data will not be Expand Array |
affected by thiz process.
Defragment an existing array. Existing data will nat be affected by Defragment Array |
this process.

Cancel |

Figure 4-21. Select “New Configuration”

The Disk Arraystab in Manual Configuration is where you begin to
configure your unused disk drives (lower left, Figure 4-22).

Manual No. SA67-0049-01 4-23



Running RAID Assist

Manual Configuration/MNew Configuration (winnt, Controller-1}) x|

1welcome 2 Disk Amavs | 3. Logical Drivesl

Digk Arays [MB): Lagical Drives [MB):

A0 I
0

Unuzed Dizk Drivesz/Global Hot Spares [MB]:

8732 a7z i 3?32' 8732 i 8732 8732 a7z 8?32' 8E52
0.0 0-1 0-2 0.3} 0-4 0-8 09 0-10; 0-11 0-12 21

4078 4072

2-2] 23]

Add Array | [elete Amray | [ ake Spare | Clear Al | Cancel |

Figure 4-22. Manual Configuration — Disk Arrays

Each disk array is represented by two linesin the Disk Arrays area of the
screen (upper left, Figure 4-22). Logical drives (if any have aready been
configured) display on the right side.

Do the following:

1

4.

Select an unused drive and drag it to the Disk Array A0 section. The
drive will be part of adisk array referred to as“A0.”

Select other unused drives and drag them to Disk Array AO, or click the
Add Array button to create arow for Disk Array Al (then A2, A3,
etc.), then drag unused drivesto A1 (or A2, A3, etc.) if you so desire.

@ Note

Multiple drives can be added by holding down Cirl
while clicking drives, then dragging the selected set to
aDisk Array section.

If you want to manually configure a hot spare, click an unused drive,
then click the Make Spare button. If you want a dedicated hot spare,
drag and drop the hot spare to the desired disk array.

If you want to start over, click the Clear All button and start again.
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5. Onceyou have assembled the disk array groups, click the Logical
Drives tab to continue on to logical drive setup (Figure 4-23).

Manual Configuration/New Configuration {winnt, Controller-1) x|

1. welcome | 2 Disk Arrays 3. Logical Drives |

Diisk Array IAD v|

Dirive Logical RAID Capacity [MB] Capacity “write  rit Stripe Cache
No. Drives Level Logical Physical  Utilization Cache Drive?  Size Size

[ =] Heset| [rapo x| 304 Ja3104 il © T [sexe =] [EkE =]
0 [rapo | [i808 J1508 foe r r [eke =] [ske <]

Add Drive | Delete Drive | Clear Al | Apply | Cancel

Figure 4-23. Manual Configuration — Logical Drives

The Logical Drivestab in Manual Configuration iswhere you configure
your disk arraysinto logical drives.

Do the following:

1. If you want to randomly create alogical drive, select the desired disk
array from the Disk Array drop down menu.

2. Select aRAID leve for your first logical drive. Supported RAID levels
are RAID 0, RAID 1, RAID 3, RAID 5, RAID 0+1, and stand-alone
drive (JBOD). Only RAID levels compatible with the current
configuration will be available in the list.

3. Typethe amount of available logical or physical capacity for this
logical drive. If your total configuration will have only one logical
drive which uses all available capacity, the default sizes should not be
changed. If you intend to create additional logical drives now or later,
type a smaller number to reserve the desired amount of capacity.

@ Note
When creating arandom logical drive, if therearea
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4.

few existing segmented spaces, the largest spaceis
used to create the logical drive.

Check the Write Cache box if you want thislogical drive to use Write
Back caching. Thisimproves performance but puts data at risk. You
should have a battery backup unit or uninterruptable power supply if
selecting this feature.

Check the Init Drive box if you want this logical drive to be fully
initialized at the conclusion of the configuration. It is recommended
that you check this option (if available), unlessthe controller is capable
of background initialization. If so, and you check the box, you'll see a
message when you apply the configuration indicating that you can
make use of the background initialization support.

Select astripe size. The stripe size is defined as the size, in kilobytes
(1024 bytes), of asingle 1/O operation. A stripe of data (dataresidingin
actual physical disk sectors, which are logically ordered first to last) is
divided over al disksin the drive group.

When selecting a stripe size of less than 64K B, the active cache line
sizewill change from 64K B to 8KB. A Warning message box will open
when you click the Apply button to complete your configuration (see
Figure 4-24).

& Due to a Stipe Size selection of less than B4KE. BKE Cache Line Size will be used

Do pou wank b proceed?

Figure 4-24. Stripe Size Selection Warning

If you select Yes, the new configuration will be applied and an 8KB
cache line size will be active.

If you select No, the Logical Drives page of the Manual Configuration
Wizard will open. You can change the stripe size in order to obtain the
desired cacheline size.

Select acacheline size, if enabled. Available settings will depend on
the selected stripe size.
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8. Click the Add Drive button to register your new logical drive.

9. Click Apply to save the configuration if you are finished setting up
logical drives, OR

Repeat the process above to set up additional logical drives, then click
Apply when you’ re done.

An example of acompleted Manual configuration is shown in Figure 4-25:

Manual Configuration/Mew Configuration (winnt, Controller-1) x|
1. weloome | 2. Disk Anays 3. Logical Drives
Diigk Aray I 20 - |
Drive Logical RAID Capacity [ME] Capacity “Write  [rit Stripe Cache
o Drives Lewvel Logical Physical  Utilization Cache Drive?  Size Size
| | [repo | |0 Jo [ 1 [eke =] [skE =]
0 =l [reoo - [es (B iz © r [exe] [ske o
1 =] [Rapoa | 1808 |16 sz T [edke =] [eke =]
2 El [renz = [oe [2552 = r r [ere=] [exe =
3 =l [feos o [ 2552 e~ r r [ [k o
4 El [reos - [ [Fe 7w T I [iskes] [k o
5 =1 [peps =] [z [z e~ m r [ks] [sxe =]
5 El [rrno o [ [i77s2 i P r [exe ] [k o
Add Drive I [elete Dinve | Clear Al | Apply I\J Cancel |

Figure 4-25. Sample Manual Configuration Just Before ‘“Apply”

@ Note

In Manual Configuration, Add Logical Drive and
Expand Array function very similarly to what was
shown above. In each of these two cases, however,
RAID Assist shows you the disk arrays and logical
drives and allows you to add to the configuration
without risking existing data.
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Global Hot Spares vs. Dedicated Hot Spares

A hot spareis classified as two types. 1) a Dedicated Hot Spare and 2) a
Global Hot Spare. Dedicated Hot Spares belong to asingle disk array or
spanned disk array. Global Hot Spares do not belong to specific disk arrays,
but are available for all disk arrays within Private or Shared channel
boundaries.

To create a Global Hot spare, use the following procedure:

1.

N o g M DN

Open RAID Assist by clicking Administration->RAID Assist on the
menu bar or the RAID Assist icon as shown in Figure 4-7.

The RAID Assist “Welcome” dialog box displays (Figure 4-8).

Click the Manual Configuration button.

Click the Edit Configuration button.

Click the Disk Array tab.

Select aphysical drivein Unused Disk Drives/Globa Hot Spares pane.
Click the Make Spare button.

A Globa Hot Spareis created, and a white plus sign indicates the
physical disk drive has changed to a Global Hot Spare
(see Figure 4-26).

1elcome 2 Disk Arays |2 Logica Drives |
Disle feraws (MBS Lagica Drivcz (MEN
an swn|  mon| aa| ases 0 [= 1008 RAID2
33568 = 00| Ol 03— 73

- 1008 Halb U-1
2 2005 A4Da

Al
P | == v [ == TR ] | = TS

iy [y [

A
SS5E0 L Z-0(a Z-1h 3-3] 3-F

G383 EL] =2 IR0

Urresed Disk, Drives o Globa Ful Sueres (WBN
i) D] e FEE] D
| 04 i sl 1.4 |£ | |

15 2.6

£dd Array | Delete Array | Ma<e cpare | Clear All | Gancel

Figure 4-26. Creating a Global Hot Spare
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8. If you want the Global Hot Spare to be a Dedicated Hot Spare drag and
drop it to the disk array that the Globa Hot Spare belongs (see
Figure 4-27).

Mar 17| Srntig s x

1ifelcome 2 Disk Avays |2 logica Drives |

Disle frrays (MEN Logica Drivcz (MEX
an wmen|  men|  mer]  omees 0 [=] 1008 RaD3
33568 | 0.0 -1 0.1 J-3
=== == -

: =] &Aoo

AT fitvc) (ciony [ cuoy
PEATEL] e e e R [ P

A2 I 5302 552 8392 5392 _Jl_,3392
S35E0 20 21 23l -3l D 2

Uruzed Disk Drives n&oba Fot Sasres (ME)

el ] s;n:l__;ﬁzn
04 i 242 26

Bdd Array | Lielete Array | Ma<e =pare I Lilear All | Liancel |

Figure 4-27. Creating a Dedicated Hot Spare

A Dedicated Hot Spareis created, and a green plus sign indicates the
physical disk drive has changed to a Dedicated Hot Spare
(see Figure 4-27).
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Expand Capacity

GAM provides an advanced configuration mode known as MORE2 (Mylex
Online RAID Expansion 2) which provides two features, Online Capacity
Expansion and Extension (OCE), and RAID Level Management (RLM).
These features allow you to increase the capacity of aRAID array ina
variety of ways. All of the following operations are available while the
controller is online. The operations are performed in the background while
normal data operations occur.

* Addaphysical drive or drivesto the system
» Addalogical drive to the system
» Increasethe size of alogical drive or drivesin the system
» Change RAID level on alogical drive or drives
MOREZ2 operations have the following restrictions:
 no channel swapping during more operation
* NO operation on a spanned array

* result configuration group may not exceed 16 physical disks

@ Note

Although OCE and RLM operations are explained
separately in the following sections, these operations
may be combined.

Expanding a Logical Drive

Online Capacity Expansion is the ability to increase the size of alogical
system drive while normal reads and writes occur. The expansion can be
obtained by adding one or more physical drives to the system, changing the
RAID level and/or increasing the amount of space on the physical drives
allocated to the logical drive.Only onelogical drive can be created per the
Expand operation. When performing this operation, you cannot change the
write cache, init drive, or strip size of an existing logical drive.

Added capacity amounts are rounded up to the next whole megabyte on the
physical drives. This means that the space is allocated on the physical drives
with one megabyte granularity.
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To expand alogical drive, follow these steps:

A Caution

It is highly recommended that you backup your
current configuration before making modifications.

1. Sdect Administration->RAID Assist on the menu bar or the RAID

Assist icon (see Figure 4-7).
2. Click the Manua Configuration button.
3. Click the Logical Drivestab, thisiswhere you can add capacity.

Manual Configuration;Edit Configuration {(p1600, Controller-0})

1.ielcome | 2. Disk Arrays 3. Logical Drives I
Drizk. Array: I Brray? vl

Drive Logical RAID Capacity (MB} Capacity  Write  Init Stripe Cache
Mo Dirives Level Logical Physical Utilization Gache Drive? Size Size

[ =] Reset||R.°.IDn =1 Js2z24 | fazeze | JE - r Jeke = [FrE =]

0 =1 |[ras x| [roo8 [izas -] [75x . |54KB | |3KB |
2 &1 |raDo+1 x| J1008 jems | [50s Cl ek = [fre =]

Delete Drive | Clear Al | Apply Cancel

Figure 4-28. Expand Capacity — Logical Drives Tab

4. Click onthe Add Drive button to add alogical drive(s). If thereare a

few available segmented spaces, the largest space is used for the
creation of anew logical drive.
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Manual Configuration/Edit Configuration {p1600, Controller-0) ll

1Melcome | 2. Disk. Arrays 3. Logical Drives

Dizk Array: I Brray2 'l

Drive Logical RAID Gapacity (MB) Capacity  Write  Ihit Stripe Cache
Mo. Drives Level Logical Physical Utilization Cache Drive™ Size Size

[1 =] [Reset | [Ram0 =] [e2224 | [azzzs [ r C Jere = fkE ]
i &1 [reps =] fooe | [aas | [EE T T [akE <] [FrE ]
2 =] [raDoe x| 005 Pote | T T [EiE < frE <]
3 [raDo =] [mé | e ] 0% | I Jexe =] [gxe =]
4 =] [ramo | foe  fote -] [i0% | O R N |

Delete Drive | Cleardll | feply | Gancel

Figure 4-29. Expand Capacity — Add Logical Drive(s)

Select aRAID level for your new logical drive.

6. Typethe desired amount of available logical or physical capacity for
thislogical drive.

7. Check the Write Cache box if you want thislogical drive to use Write
Back caching. Thisimproves performance but puts data at risk. You
should have a battery backup unit or uninterruptable power supply if
selecting this feature.

8. Check the Init Drive box if you want thislogical drive to be fully
initialized at the conclusion of the configuration.

9. Select astripesize.

10. Select acacheline size, if enabled. Available settings will depend on
the selected stripe size.

@ Note

Only anewly created logical drive can be deleted.
Select the logical drive by aright mouse click, then
click the Delete Drive button.
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11. Click the Apply button to save your new configuration.
A message box appears as shown in Figure 4-30,
click Yesto proceed:

Expand Array E

® Expand Amay iz not a reverzible operation.

Do you want to proceed?

Figure 4-30. Message Before Applying the Configuration

A warning confirmation box appears as shown in Figure 4-31

WARNING E3

® Exizting configuration will be changed!

If you seant to proceed, confirm by typing the word YES: yES

QK £ I Cancel

Figure 4-31. WARNING Before Applying the Configuration

12. Type YESand click OK if you are sure you want to apply the new
configuration and overwrite the old.

WARNING

Expand Capacity cannot be cancelled.

The Expand Capacity Status box (Figure 4-32) opens and displays the
progress of adisk array capacity expansion.
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Expand Capacity Status [Controller-2] !EE
" 41 % Completed

Figure 4-32. Expand Capacity Status Box

Click Closeto close the Expand Capacity Status box at any time. Click
View-> Expand Capacity Status to open the status box at any time.
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Migrating a RAID Level

RAID Level Migration is the ability to change the RAID level on one or
more system drives. This may require more or less space on the physical
drives. Any other logical drives are moved to make room for the size change.
Thisincludes moving system drives to remove gaps between the system
drivesthat either exist before migration or those that would be aresult of the
migration.

The following table (Table 4-1) describes the alowed migrations.

Table 4-1. RAID Level Migration Options

Starting RAID level Destination RAID level
0 0, 3,5, 0+1
1 1, 3,5, 0+1
3 3,5, 0+1
5 3, 5, 0+1
0+1 3, 5, 0+1
JBOD 0,1, 3,5, 0+1

To migrate aRAID level, follow these steps:

1. Select Administration->RAID Assist on the menu bar or the RAID
Assist icon (see Figure 4-7).

2. Click the Manual Configuration button.
3. Click the Logical Drivestab, thisiswhere you can edit aRAID level.
Follow Step 5 through Step 12 of “Expand Capacity” on page 4-30.
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Transporting a Disk Array

You can transport adisk array group between any single controller to any
dual controllersand vice versa. However, it may not be easy for you to know
which disk drives in an enclosure belongs to which specific disk array. To
help you, the locate function is expanded to indicate visually all disk drives
(dedicated hot spares and global hot spares are not included) that belong to a
specific disk array by using LEDs.

To locate adisk array for transportability, use the following procedure:
1. Inthe Controller View Window, double click alogical drive.

2. TheLogica Drive Information Window opens (see Figure 4-33).

Logic al Drive - O Information EHE
RAID Lewel » o Fault Tolerant : Mo
Optimized for Speed D Yes Optimized for Capacity © Yes
Logical Size : 500 MB Physical Size : 500 MB
Stripe Size © B4 KB Cache Line Size : B4 KB
Wirite Cache . Enabled Status : OnLine
|dzed Array Capacity

40 [Used: 500 MB]

]

Total: 41380 ME

zed Capaciy |:| Unused Capacity

| ‘ Locate ‘

| Dizable YWite Cache ‘ Tranzpart ‘

Figure 4-33. Logical Drive Information Window — Transport Button

@ Note

Clicking the Locate button in the Logical Drive
Information window (Figure 4-33) turnson LEDs on
al of the physical drives belonging to the disk array
excluding the global or dedicated hot spares.
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3. Click the Transport Button, the Disk Array Transport Information
Window opens (Figure 4-34).

Digk &rray Transport Information ll
Disk Arrays (MEX: Logical Drives (MB}X
A A B B R B
25176 [— ool— o1l— p2|e5 .75 os 0 [=_] 1008 RADS3
1 [=] 1008 RAID 0+1

Global Hot Spares (MR

18302 1 8302
|E 0-4|5 2-s|
Locate Transport | Cancel |

Figure 4-34. Disk Array Transport Information Window

All of the physical drivesincluding the globa and dedicated spares
associated with the selected logical drive and all of the logical drives
that belong to the same disk array are displayed.

Click the Locate Transport button to turn on LEDs on all of the physical
drivesincluding the global hot and dedicated hot spares that belong to the
disk array for visual indication.

You are now ready to transport your physical drives.
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Clustering & Teaming

In aclustered RAID environment, multiple controllers share the same back
end SCSI disk drives through a SCSI or Fibre channel cable(s). If the
controllers reside on different systems respectively, it is called clustering. A
clustering software manages the clustering configuration. If controllers
reside on the same system, it is called teaming. PATHpilot Pro manages the
task of teaming by allowing monitoring and manipulation of paths. GAM
provides the following information:

» Servers participating in the cluster configuration
» Controllersthat are part of the cluster configuration
» Channels on each cluster that share backend disk drives
Select View->Cluster Map to open the Cluster Map Window (Figure 4-35).

Chuster Corbroller List: |CO (xtemeRIAID 3000] =

997 49 207 297 49,204 99749 208 9749 209

‘ _ cokl : mﬁ . <0 i) .
lehd chl ch2 cha | ch0 chl chz cha 0 chl ch2 ch3

Figure 4-35. Cluster Map

The Cluster Map dialog box displays a graphical backend cable
connection for the controller selected from the Cluster Controller list.
Channels on the cluster controllers connected by a colored line are
shared channels where disk drives are shared. Private channels are
shown without any connection. In Figure 4-35, four controllers are
connected by three shared cables. If these four controllers reside on
different controllers respectively, it is called four nodes clustering. To
show aserver or |P address for each node, the four servers should be
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registered as a single server group through the
Administration->Define Server Groups dialog box (see “ Setting Up
Server Groups and Servers’ on page 3-17). The colors of thelines have
no relation to other color indications (e.g. channel colors).

To launch PATHpilot, click Administration->Advanced Functions
->PATHpilot. The PATHpilot Information Control Console (PIC) will
start as a separate application. (The information in Figure 4-36 is for
demonstration purposes.)

WP.I.C.C - Path Information Control Console
File Server View Help
2|[w 5| W) 2|
@ FIC Conzole Status | Drive ‘ LUM ‘ Yendaor ‘ todel |
B drive_quall = ikl F il MYLEX DACARMRE 3
=] Eg-m |, PO3/BOOE) = Dikz H 2 MYLE DaCARMAR 2.
apflr 004 =  Disks ) 4 MYLER, DACARMRE 3.
s TONY) B Disk? L 4 MLEX DACARMRE 3.
B 9291122
=] ER-= PO2/BO0E)
e, TO04)
apflr | TON4
Severity | Server | Code | Time | Desciiption ﬂ
j) Infarmation 1929.11.220 1001 2000/07/2513:29:02 A logical dizk haz become online. -
E) Infarmation 1929.11.220 o0 2000/07/2513:29:02 A logical dizk haz become online.
B rformation 132911220 1001 2000407425 13:2%:02 A logical dizk has become online
A rformation 192911.220 1om 2000/07/2513:29.02 A logical disk has become online, j
For Help. press F1 |2000/07/25 125052 [PATH View v

Figure 4-36. PATHpilot Information Control Console (PIC)

The PIC screen consists of a multi-frame viewer, menu bar, tool bar,
and status bar. Refer to the PATHpilot Online Help for complete
descriptions of Navigation tools and Configuration settings.
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Managing Channels

To avoid future “Boot Failure” asresult of disk array creation across
channels after performing a clustering configuration, a channel that a
physical disk belongs will be specifically indicated. The following colors
combinations will be used per channel:

* Channel 0: Orange
e Channel 1: Violet
* Channel 2: Cyan

e Channel 3: Lavender

@ Note

The use of color combinations is being researched.
The channel colors listed are subject to change.

A channel that is not shared with any other controller is called aPrivate
channel. A channel that is shared with cluster nodesis called a Shared
Channel. To indicate the type of channel, the following colors of text are
used:

¢ Private Channel; black text in normal font
e Shared Channel: bluetext initalic font

For example, Figure 4-37 shows the Disk Array tab where a controller has
four channels. Channel 1 is a shared channel and other three channels are
Private channels. Because Channel 1 is ashared channel, all text associated
with the channel are blue and italicized (physical disk numbers, an array
number, and alogical number).
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Manual Confizuration.Edi x|

1ielcome 2. Disk Arrays IS. Logical Drivesl
Dizk Atrays (ME): Logical Drives (MB)

AD = I R 0 [=] 1008 RaID3
33368 ] (=S (S (SN
—— = 1 =] 1008 RaID 041

2 (=1 a5 REw o
Al

Unuzed Digk Drives ! Global Hot Spares  {MBX:

Bdd Array | Delate Array | Make Spare I Clear All | Gancel I

Figure 4-37. Disk Array Tab — Four Channels Displayed

Figure 4-38 shows the Controller View window displaying four channels.

&y Controller View (g1, Controller-0 gamroot)
Physical Devices [MB): Logical Drives (MB): =
Ch P Channel 1 Channel 4 0 200 JBOD
Shanad Private 2 E
1 =] 2w oo
Total Logical Capacity: 400 MB
Total Physical Capacity: 16784 MB
-
< | 47

Figure 4-38. Controller View — Four Channels Displayed

When an attempt is made to create a disk array across channels, the caution
message in Figure 4-39 opens. The message does not inhibit this operation,
click the OK button to continue or click Cancel to end the operation. When
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GAM Client is running, this message will display once at the first attempt.

Global Array Manager

You have added a disk that causes mixed channels on a single array, Mixing disk channels, especially Private and
shared channels, may cause Future configuration issues
Clik. QK ta confirm that mixed channels as desired.

Cancel |

Figure 4-39. Caution — Mixing Channels

If intermixing between Private and Shared channel happens during
configuring, the operation is inhibited and a warning message (Figure 4-40)
isdisplayed.

Global Array Manager [ x|

Q You cannok miz phy sical drives from shared and privake channels in khe same group.

Figure 4-40. Warning — Mixing Channels
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Spanning in Global Array Manager

Spanning allows you to configure multiple drive packs or parts of multiple
drive packs as one system drive. This means that space is used from the first
array to the last identical array.

A drive pack isagroup of individual disk drives (preferably identical) that
arelogically tied to each other and are addressed as a single unit. In some
cases this may be called adrive “pack” when referring to just the physical
devices.

All physical devicesin adrive group should be the same size; otherwise,
each of the disksin the group will have the capacity of the smallest member.
The total size of the drive group will be the size of the smallest disk in the
group multiplied by the number of disksin the group. For example, if you
have four disks of 400MB each and one disk of 200MB in a pack, the
effective capacity available for useis only 1000MB (5x200), not 1800MB.

Drive packs or groups have the following properties.
» From oneto sixteen disk drivesincluded in anindividual drive pack or
group.

» Thedrive pack can include physical disk driveslocated on different
drive channels.

* The number of disk drivesin adrive pack determines the possible
RAID level. To create aJBOD or RAID 0, RAID 1, RAID 3, RAID 5,
RAID 0+1 use the following table (Table 4-2):

Table 4-2. Configuring a Spanned Array

RAID Level Minimum Maximum Maximum Theoretical
number of number of number of Maximum
Drives drives drives with number of
Spanning drives
enabled
1 2 16 112 256
2 2 2 32 32
3 3 16 112 256
4 3 16 112 256
5 3 16 112 256
0+1 1 1 16 16

After physical disk drive packs are defined, one or more system drives may
be created from drive packs. System drives have the following properties:
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In GAM more than one system drive can be defined on asingle drive
pack; a system drive can also span 16 packs.

The minimum size of a system driveis 8MB. The maximumis 2 TB.

Up to 32 system drives can be created. Each system drive hasits own
write policy (write-back or write-through).

Enable Spanning in GAM

1.

3.

Using atext editor application (such as Notepad), open the gam2cl.ini
file.

Scroll to the Enable_System_ Drive Span=0 parameter and set the
parameter to 1 (default value =0).

Save and close the gam2cl.ini file.

Configuring a Spanned Disk Array

1

Open RAID Assist by clicking Administration->RAID Assist on the
menu bar or the RAID Assist icon as shown in Figure 4-7.

2. The RAID Assist “Welcome” dialog box displays (Figure 4-8).
3. Click the Manual Configuration button.
4. Click the Edit Configuration button.

@ Note

Automatic and Assisted configuration options do not
allow spanning.

To create aJBOD or RAIDO connect at |east four drives of the same
sizeto acontroller. To create aRAID 1, RAID 3, RAID 5, or
RAID 0+1, connect at least six drives of the same size to a controller.

Select physical drives from the drive packs to create a spanned array.
Remember to use the same number of devicesin each Array or
spanning will not be utilized. Figure 4-41 shows the creation of two
arrays each having three equal sized disk drives.
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Creating a Spanned Disk Array

@ Note

Spanned disk arrays cannot be created across a
Private and Shared channel.

1. Click onthe Disk Arrays tab.

2. Click on the Add Array button to add the desired number of arrays.
Each time you click the Add Array button, an array will be added to
your configuration (A1, A2, A3, etc...). For this example, assume that
A0 has been configured before adding new arrays.

@ Note

Multiple drives can be added by holding down Citrl
while clicking drives, then dragging the selected set to
aDisk Array section.

3. Inthe Unused Disk Drives/Global Hot Spares (MB) pane, drag and
drop the available disk drivesto the appropriate disk array (A0, Al,
etc...). See Figure 4-41.

X

1elcome | 2 Disk Arrays |3. Logical Drives I
Disk Arrays (MBX Logical Drives (MEX

Al gaz|  saea] smea| emea] smea] emea| ssea| smea| sas: ] E 1008 RalD 3

L = S S S S S S S =

1 [==] 1008 RAID 0+1

A1 I A A B A A A B A R

EECA | =T = = = =N = (= = [

A2 a302] ezoa] ezoz| ezoa] ezoa] ezoa] szea] szea] ezo2

33000 | 20|l 21| 22 2-30e 24)e 26)e 27)le 28lea 29
Unused Dizk Drives ! Global Hat Spares  (ME):

Add Array | Delete Array I Make Spare | Clear &ll | Cancel |

Figure 4-41. Creating a Spanned Array

You can now configure the desired amount of logical drives.

Select the Logical Drivestab to configure your disk arraysinto logical
drives. It works the same as Manual/New (see “Manual Configuration” on
page 4-22). Note that the only logical drives that will be spanned are those
whose capacity is taken from more than 1 array.
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Loading a Configuration from Disk

Load a previously-saved configuration from disk as shown in Figure 4-42.

Dpen Configuration...  Crl+0

Sawve Configuration...  Chrl+5
Clear Configuration

Esit

Figure 4-42. Select “Open Configuration”

1. Inthe Open Configuration dialog box (Figure 4-43), select the
configuration file you wish to open to save to the controller.

Open Configuration EH
Laak, jn: I =3 Global Aray Manager Client j ﬁl

myconfig. gof

File name: Imycunfig.gcf Open I
Files of type: IEnnfig Files [*.gcf] j Cancel |

Figure 4-43. Open Configuration Dialog Box

2. Click Open to access the configuration file.

Changing the configuration is data destructive. A warning message

appears (Figure 4-44):

Changing configuration is data destructive!

If wou wwart to procesd, confirm by typing the word YES: I |

921 I Cancel

Figure 4-44. Open Configuration Warning Message
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3. To confirm your decision to overwrite the existing configuration, type
YES then click OK, or

Click Cancel to stop without applying the saved configuration.

Saving a Configuration to Disk

Saves a configuration file to a new filename, disk, and/or directory.

[N “iew Administration  Windo

Dpen Configuration...  Chrl+0

Save Configuration...  Chi+5 k
Clear Configuration

Exit

Figure 4-45. Select “Save Configuration”

1. Inthe Save Configuration dialog box (Figure 4-43), type anamefor the
configuration file you wish to save.

Sovers g@E|
Save n: I—“‘ 3% Floppy [4:] j ﬂl
File name: Im_l,lu:u:unfig.gu:f Save
Save as type: |Ennfig Filez [*.gcf) j Cancel |

Figure 4-46. Save Configuration Dialog Box

2. Click Save to save the configuration file.

The configuration file (.gcf) will be saved.
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Chapter 5
Monitoring

Introduction

Monitoring activitiesinvolve the following:

Monitoring events (messages) sent by various servers to the client
workstation(s).

Monitoring controller activity; reviewing controller configuration and
other information.

Reviewing physical device and logical drive information.
Viewing Bad Block Data, Request Sense Data, and NVRAM Log Data.
Monitoring and managing SCSI and Fibre enclosure information.

Monitoring the performance of drives and controllers; reviewing
historical performance data (Statistics View and Performance
Analysis).

Monitoring the status of ongoing processes, such as initialization,
rebuild, consistency check, expanding capacity of an array, and Patrol
Status.

Monitoring the status of an Intelligent Battery Backup Unit (BBU), and
recharging/reconditioning the battery if needed (new PCI controllers

only).
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Event Monitoring

The Global Array Manager Server driver subcomponent monitors activity
and performance of all devices and controllers attached to the server. When
an identified activity occurs which resultsin an “event” (whether severe,
such asahard disk failure, or informational, such as assignment of adriveto
hot spare status), the event is sent to selected workstations running GAM
Client.

Events are displayed in the Log Information Viewer. An “event” can be any
of the following:

» Server attach and detach (Guest, User, and Administrator)

 Error or warning condition in aRAID subsystem (such as a power, fan,
or drivefailure)

* Any administrative activity (taking a drive off-line, killing, or
rebuilding adrive)

@ Note

It is recommended that the Global Array Manager
Client be kept active.

Opening the Log Information Viewer

The Log Information Viewer is opened when the program is started and one
or more controllers are detected (see “ Components of the Log Information
Viewer” on page 3-4). The viewer displays the contents of gam2cl.log, an
ASCII text file. Thisfile contains a chronological log of all the events that
occur while this session of the program is executing. By default, the log file
is named gam2cl.log. The log file name and location can be changed on the
Alert Preferences page or in the gam2cl.ini file.

Opening an Event Information Window

If you wish to obtain additional information about any event displayed in the
Log Information Viewer, the program allows you to open an event
information window. Appendix A documents the entire list of event
descriptions, causes (details), and actions.

To open the event information window for a particular event:
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1. Check that the Log Information Viewer is displayed.

2. Determine which event you would like more information about (scroll
the Log Information Viewer if necessary), and double-click anywhere
along the event line (or double-click in the Event ID field).

An event information window for your selected event is displayed. An
exampleis shown in Figure 5-1:

EventID: E-135 Severity:2 X|

SOURCE : winnk
DEVICE ADDRESS © ot 1 logdry: 0
DESCRIPTION . Logical drive iz critical,

CAUSE:[Could be one or mare of the following)

One phyzsical device failed.

REGQUIRED ACTIOM:

Replace the phyzical device.
Start the rebuild,if required.

Figure 5-1. Event Information Window

A variety of information about the event is displayed to aid in
troubleshooting. The Event ID and Severity Level are displayed in the
window’stitlebar. SOURCE, DEVICE ADDRESS, and
DESCRIPTION redisplay information from the original event line.

The most useful fields are:
* CAUSE. Possible reasons that the event occurred, and

 REQUIRED ACTION. What you should do in response to this
message. Informational messages will most likely have no required
actions. Critical, Serious, Error, and Warning messages may specify
useful required actions.

3. Click OK to close the event information window.
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Controller Monitoring

After aclient and server connection is made through sign-on, the GAM
Client opens awindow for each RAID controller, SCSI HBA, and their
drives operating in that file server. These controller windows are the Global
Array Manager Client’s Controller View (see“ Components of the Controller
View Window” on page 3-5 for a detailed description).

Displaying Controller Information

Open Controller Information by clicking Administration->Controller
Information on the menu bar or the Controller Information icon as shown in

Figure 5-2:

Administration  Window  Help

Sign &, ..

Define Server Groups, .,

Seleck Current Server Group...
Seleck Current Conkroller. ..

CEH4G
Chrl+C

RAID Assist,,.
Initialize Logical Drives., .,

Conkroller Information, .. k

Enclosure Infarmation, ..
Contraller Options. .
Phiysical Device Options, .,
Intelligent BEL...

Scan Devices

Advanced Functions. .

Settings...

Figure 5-2. Select ‘“Controller Information”

Figure 5-3 shows the Controller Information window for a PCl RAID

Controller.

54
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Controller Information {Controller-1, ) e |

hoclel o extremeRAID 2000 Irtelligert BELI : Mo
Firmyvare Yersion  © 6580-0(11) BIOS Yerzion © B.820
Cache Size ;32 MB(ECCISDRAM) FlashROM Size . 1024 KB
Bus Type © PO Channels o4
Physical Devices ;18 Max. Physical Devices | B4
Logical Drives .9 hax. Logical Drives D32
Host Infarmation

’7 Bus # 0 St . 2 IR o 20 (Level)

Coritroller Options ... | Cloze I

Figure 5-3. Controller Information

The following information is displayed:

[ )

The controller modd

Whether an Intelligent Battery Backup Unit isinstalled (N/A for not
supported on the current controller)

The firmware and BIOS versions residing on the controller
The cache size and FlashROM size
The bus type and number of channels on the controller

The number of physical devices detected, and the maximum number of
physical devices that this controller can hold

The number of logical drives configured on this controller, and the
maximum number of logical drives that can be configured

Host information: bus number, slot number, and IRQ

Click the Controller Options button to view a dialog box of user-definable
controller parameters (see “ Setting and Modifying Controller Options” on

page 4-2).
Click the Close button to close the Controller Information window.
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Physical Device and Logical Drive Monitoring

This section describes how the Global Array Manager Client monitors
physical devices and logical drives.

Displaying Device Information

The Controller View window details which physical devices are associated
with each controller channel. Each stack of drives represents the physical
drives connected to a single channel on the controller.

A physical device can be ahost controller, aCD-ROM drive, disk drive, tape
drive, etc. Double-click aphysical deviceicon to display information about a
particular physical device.

Host Device Information {Channel:1 Target: ¥ Lun:0 x|

—Device Inguiry Data
Wendor : MYLEX Product : extremeRall 2000 Revizion 0690
Busz width 16 Bitz(\ide) Sync D Yes Soft Reset | Mo
AMSI Wersion : SCEI-3 Linked : Mo CmdGue  © Yes
—Device State
Transter Speed @ 160 MBISec Buzwvidth 16 Bits(Wide)

Close

Figure 5-4. Host Device Information — RAID Controller
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Disk Device Information {Channel:0 Targekt:1 Lun:0}) 2=

—Device Inguiry Data
Wencor (=10] Product :  DGHS09D Resvizion : 03ED
Buz Width : 16 Sync i Linked : ‘“es Soft Reset: Mo
ANMS] Wersion . SCS1-3 MRIE Mode : 13 CmoGue ; Yes
Serial ; G820AB0EGAGSPMTOSE

—Device State
Mega. Transfer Speed . 40 MB/Sec Status On Line
Mego. Bus Width : 16 Bit=(Wide) Sector Size: 512 Bytes
Physical Capacity 5748 MB Config. Size: 8732 MB

—Device Errors
Soft Errors i} Parity Errorz: 0O Reset Errors |
Haril Errors : 1] hisc Errars : 0 PF& Court: 0

Fefuild fake Ready lake Cnline Wlake Cffline | Locate... |

Figure 5-5. Disk Device Information

Device Information (Figure 5-4, Figure 5-5) displays the following about the
currently-selected physical device.

Device Information: RAID Controller
» Thevendor or source of the controller
» The controller’s product identification
* Therevision level of the hardware
» The back-end bus width (in bits)

* Whether the following parameters are set to Yes or No: Sync, Soft
Reset, Command Queuing

* ANSI Version supported
» Back-end transfer speed and bus width (device state)
Device Information: Disk Drive

» The vendor or source of the drive
» Thedrive's product identification (such as ATLASIVOWLYS)
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» Therevision level of the firmwarein the drive

» The back-end bus width (in bits)

* Whether the following parameters are set to Yes or No: Sync, Soft
Reset, Linked, Command Queuing

* ANSI Version supported

* MRIE Mode

» Disk drive serial number
» The physical capacity of the disk devicein MB

» The back-end negotiated transfer speed (MB/sec) and back-end
negotiated bus width

e The*"configured” size of the disk devicein MB
» Sector size (usually 512 bytes)

» The current status of the disk (online, offline, etc.) and afailure
indicator if the disk drive has failed (refer to Appendix A for alist of
error codes)

» The number of soft, hard, parity, and miscellaneous errors registered
In the disk drive Device Information dialog box...

Click the Reset Errors button to return all error talliesto O.

If the disk drive's status is Rebuild, the Rebuild button may be available so
that you can initiate a physical device rebuild.

If the physical device is unconfigured, the Make Ready button may be
available to make this device disk available for configuration. You will then
need to go to RAID Assist to configure the device disk (see “ Running RAID
Assist” on page 4-9).

If the disk drive's status is dead, you will see afailure indicator display on
the Device Information page in the Device State section.

Make Online and Make Offline buttons should be used with great caution.
Refer to the online help file, or call IBM for support on these options.

The Locate button allows you to locate this physical device visually (only
for new Mylex PCI controllers):
1. Click the Locate button.
The LED of the physical disk will blink to reveal itslocation.
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@ Note

L EDs associated with global or dedicated spares will
not blink.

Locate Device

Thiz will affect syztem peformance.
‘When finizhed locating, click 0K

Figure 5-6. Locate Device Message
2. Click OK (see Figure 5-6) to end the locate operation and return to
normal status.

The PFA Count shows the amount of device errors registered. Click the PFA
Information button to display the PFA sense code details (Figure 5-7).

@ Note
The PFA button will not be visible if the PFA count is
Zero.
PFA Information
Senze Key: 4
ASC: 20
ASCO: 54

Figure 5-7. PFA Information Window
Click the Close button to close the window.
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Viewing the Request Sense Data and NVRAM Error Log

Open the Error Table by clicking View->Error Table on the menu bar or the
Error Table icon as shown in Figure 5-8.

W Administration  Window  Help
v Global Status Yiew. .,
v Controller Yiew. ..

v Log Information Yiewer

Foregraund Initialize Status, .,
Backgraund Initialize Status, ..
Rebuild Status, ..

Consistency Check Skatus, .,
Expand Capacity Shatus, .,
Patrol Read Status., ..

Zluster Map [g

Figure 5-8. Select “Error Table”

If you click the Request Sense Data tab, the following type of information
appears (Figure 5-9):

Request Senze Data | MRk Error Logl

Seq | Device Address | Senge Meszage | Senge Data | Time
10 cth 1 che: Otgk Olum: 2 Wendor specific FOO0OO300000000... ‘wedkap 021
9 ctl: 1 chr: Otgt: O luk: 1 Wendor specific FOO0OO300000000... ‘wedkap 021
a cth 1 che: Otgk Olum: 0 Wendor specific FOO0OO300000000... ‘wedkap 021
7 cth 1 che: Otgk Olum: 0 Wendor specific FOO0OO300000000... ‘wedkap 021
B cth: 1 chr: Otg: Olum: 11 Wendor specific 0000900000000, Tuebay0l1
] cth: 1 chr: Otg: Olum: 10 Wendor specific 0000900000000, Tuebay0l1
4 cth 1 che: Otgk Dlum: 9 Wendor specific 0000900000000, Tuebay0l1
3 cth 1 chr: 2tgk Olum: 0 Wendor specific 0000900000000, Tuebay0l1
2 ctl: 1 chi: 2 kgt O lum: 0 Invalid command ... 70000500000000.. Tuebay011
1 ctl: 1 chi: 2 kgt O lum: 0 Invalid command ... 70000500000000.. Tuebay011
1] cth 1 che: Otgk 15 lun: 0 Inwalid command .. FOOOO0500000000.. Tuebay011
1] | |
Hefresh | Read File | Save File | Cloze |

Figure 5-9. Request Sense Data

Thisinformation may be useful for troubleshooting or later analysis.
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1. Click Save Fileto record the request sense data for later use. The .rsd
file can be saved to afloppy disk or your hard drive.

2. Click Read File to open and view a.rsd file that was previously saved.
3. Click Close to close the Error Table.
For new PCI controllers, atab for NVRAM Error Log will be added
(Figure 5-10):

Request Sense Data  MYRAM Erar Log |

Seq | Device Address | Meszage | Seng... | Time -
10014 Syztem start..  N/A 0 Min 0 Sec since syztenm started.
100ma3 Syztem start..  N/A 0 Min 0 Sec since syztenm started.
10012 cttOchre Ttgt1 Ahkarddizk . NAA Thu bay 17 00:33:05 2001
10011 Inztallation ... MN/A Thu bay 17 00:22-42 2001 .
10010 cth Ochre 1tgt 1 Phwsical dri...  N/A Thu bay 17 00:22:33 2001
10003 Syztem start..  N/A 0 Min 0 Sec since syztenm started.
10008 cthOchh Ttgt 0 A previoushy...  N/A 37 Min 39 Sec since system started.
10007 cthOchh Ttgt 1 Aprevioushy..  N/A 37 Min 39 Sec since system started.
10006 ctb 0 A logical dri..  MN/A 37 Min 39 Sec since system started.
Rnninl= X O R EYTPR B P L P Rl DT hdin WD Comm mirmmm maimbmes Started.
ﬂﬂ started.
tarted.
Request Sense Data  NYRAM Errar Log | arted.
started.
- - started. |
Seq | Device Address | Meszage | Senze Data | Tirne: - _I 5
179 ofl Ochr Otgh 0 A hard digk set to failed state b, M 16 Hr 52 Min 3t
178 ofl Ochr 2tgb 1 A previously configured disk iz .. MG 2Hr40Min 55
177 ofl Ochr 2tgb 0 A previously configured disk iz ... NS 2Hr40Min 55 Close |
176 ot A logical drive haz been deleted, M 2Hr40Min 55—
17 ol A logical drive haz been deleted, M 2Hr40Min5 5
174 otk A logical drive haz been deleted, M 2Hr40Min5 5
173 ofl Ochr 2tgb 3 A previously configured disk iz .. NS 2Hr40Min 05
172 ofl Ochr 2tgh 2 A previously configured disk iz .. MAS 2Hr40Min 05
171 ol A logical drive haz been deleted, M 2Hr40Min 05
170 ot A logical drive haz been deleted, M 2Hr40Min 05
169 off Ochr Otgh 1 A previously configured disk iz ... MG 2 Hr 39 Min 55
168 off Ochr Otgh 0 A previously configured disk iz ... MG 2 Hr 39 Min 55
167 ofl A logical drive haz been deleted, M 2 Hr 39 Min 55
166 ofl A logical drive haz been deleted, M 2 Hr 39 Min 55
1685 ofl A logical drive haz been deleted, M 2Hr 3 Min b5 -
1| | 3
Eefresh | Clear Log | Save File | Cloze |

Figure 5-10. NVRAM Error Log

Similar to the event log in the controller memory, the error event logged in
the NVRAM has the following types:

» Generic event: it records all activity changes, i.e. disk drive offline,
logical created/deleted, etc.
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* Reguest Sense: Also referred to as 'Error Events, this records only
error activity in the form of vendor unique SCSI request sense format
for Mylex errors or actual SCSI request sense from physical device, i.e.
rebuild failed, consistency check failed, deferred write error, etc.

» Additional eventsthat normally output through serial debugging port
but are critical for failure analysis will be logged too. For example,
power cycling, PCI bus error, abnormal SCSI bus behaviors etc.

@ Note

The controller does not have Real Time Clock (RTC)
data, therefore, eventslogged by the controller before
you start Windows 2000 will display arelative time
stamp.Thisisatime value that is set when the
controller is powered on. See Figure 5-10.

Eventslogged by the controller after you start
Windows 2000 will display an absolute time stamp
(date and time). Thisisatime value that the controller
driver sets when Windows 2000 is started.

The following describes the button functions for the NVRAM Error Log:

» Tosavedatafor failure analysis that can be used for troubleshooting,
click the Save File button to record the NVRAM Error data for later
use.

» To clear the NVRAM Error Log, click the Clear Log button.
* When new NVRAM errors are logged, click the Refresh button.

» To update the NVRAM Error Log with the latest errors from the
controller, click the Refresh button.

e Click Closeto close the Error Table.
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Displaying Logical Drive Information

Theicons on the right side of the Controller View window represent the

logical drives (also known aslogical units or system drives) created by the
controller out of the available physical drives.

Double-click alogical driveicon to display information about a particul ar
logical drive (Figure 5-11).

Logical Drive - 2 Information 2=
RAID Level C 0+ Fault Toleranit D Yes
Optimized for Speed C Yes Optimized for Capacity ;Mo
Logical Size » 002 wWB Physical Size . 2004 WB
Stripe Size . B4 KB Cache Line Size . GKB
Wirite Cache . Disahled Status ¢ Critical

Used Array Capacity
A [Used: 2004 ME]

VA |

Total: 26736 MB
U=ed Capacity l:l Unused Capacity

Foree OnLine. .. | Showy Bad Data Blocks... | Locate... |

Comsiztency Check. | Enable \Write Cache | Transport. . | Cloze I

Figure 5-11. Logical Drive Information for a RAID Controller

Logical Drive Information displays the following about the currently-
selected logical drive:

[ )

[ )

Thelogical drive number (in the window’s titlebar)
The RAID level at which the logical driveis configured

Whether the logical drive's configuration is optimized for speed,
optimized for capacity, and fault tolerant [ Yes/NQ]

Thelogical and physical size of thelogical drive

The stripe size and cache line size in use by the logical drive
Whether write back cache is enabled or disabled

The operational status of the logical drive

Manual No. SA67-0049-01
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* Out of the total amount of capacity configured on the controller, the
amount of capacity held by thislogical drive (shown in abar graph)

If write back cacheisdisabled, click the Enable Write Cache button to
enable the cache.

If write back cache is enabled, click the Disable Write Cache button to
disable the cache (and use write through caching).

If the Consistency Check button is enabled, you may manually run a
consistency check on thislogical drive (as discussed in the next chapter).

Click Show Bad Data Blocks to display awindow of all bad data blocks
found on thislogical drive.

If the logical drive has been placed offline due to some external cause such
asapower failure, click Force On Lineto return thelogical driveto an active
state. A warning window appears asking for confirmation of the force online
procedure.

A Caution

Forcing alogical drive online should only be done in
apower failure recovery situation. Doing so at any
other time may result in dataloss.

The Locate button allows you to locate the physical devices visualy that
comprise thislogical drive (only for new Mylex PCI controllers).

1. Click the Locate button.
The LED(s) of the physical disk(s) will blink to reveal their location.

@ Note

LEDs associated with global or dedicated spares will
not blink
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Locate Device

Thiz will affect syztemn performance.
Yw'hen finighed locating, click 0F

Figure 5-12. Locate Device Message

2. Click OK (see Figure 5-12) to end the locate operation and return to
normal status.

3. Click the Close button to close the dialog box.

The Transport button opens the Disk Array Transport Information window
that shows all of the physical drives, including the spares associated with the
selected logical drive, and all of the logical drives that belong to the same
disk array. See “ Transporting aDisk Array” on page 4-36 for details.
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Enclosure Monitoring and Management

The Controller View window contains an Enclosure button with a status
light. The Green square indicates OK, the Yellow circle indicates Critical
status, and a Red X indicates failed status. You can monitor information,
status, and additional details about enclosures by clicking the Enclosure
button in Controller View. Alternatively, you can select Enclosure
Information from the Administration menu as shown in

Figure 5-13.

G E el +findow  Help

Siam ..

Dl S emen EoiE s,
Selech Burent Semnen EraumE..
Select Current Controller...

[EtrlHE
Chil+C

BaID Agsigt...
Initialize Logical Drives...
Controller Information...

Enclozure Infarmation. ..
Controller Qptions. .. k
Physical Device Options. ..
IrteligertBELE:

Scan Devices

Advanced Functions...

Seftings...

Figure 5-13. Select “Enclosure Information”

The Enclosure Information dialog box is displayed with the Information
page active (Figure 5-14).
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Enclosure Information E3
Information | De[a”gl
Enclosure Status | Tupe | WM AMG | Wendor | Product | Werzion | Slotz
el 1 OF SAF-TE  204i595354450000  |IBM 21040L1 ... CO15 10
1| |
Locate... | Cloze I

Figure 5-14. SES Enclosure Information — Information Page

Information Page

Enclosure Information displays the following about the currently-available
enclosures:

» The status of each enclosure, identified by an icon and an enclosure
number (1-32)%, aswell as one of the following expressed in text:

* OK —All components are optimal .

* Critical — Some component has failed; one more failure may result
in data loss.

» Failed — A failure has occurred that may result in data | oss.

» Theenclosuretype (SES, SAF-TE).

» The World Wide Name or Inquiry (WWN/INQ) for the enclosure:
» For SES — The World Wide Name as 8 hex bytes.
e For SAF-TE — Thefirst 8 bytes of the Inquiry command’s data.

* The vendor identification.

1. An undetermined enclosure shows as a zero (0). In this case, all
information is presented asif there is a single enclosure with all
the fans, power supplies, etc.
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» The product identification.
» The product revision level.
* The number of drive slots in the enclosure cabinet.

Highlight an enclosure and the Locate button will become available. Click
the Locate button to “blink” the LEDs of all of the physical drivesin the
enclosure to reveal itslocation. A locate enclosure dialog box will open,
click OK or pressthe Enter key to end the locate operation.

Click the Close button or press the Enter key to close the dialog box.

Details Page

Select the Details Tab to display Enclosure Information Details
(Figure 5-15).

Enclosure Information E3

Information  Details |

Enclosure Status | Access | Fanz | Fower | Temperature | Alarm | LIPS | Errar | Infarmatic

| 1 0K 0K 0ok 0ok 00k 20C Tupe=54
10K 10K

1] | 2+l

Locate. . | Cloze I

Figure 5-15. SES Enclosure Information — Details Page

Enclosure Information Details page displays the following about the
currently-available Fibre enclosures:

The status of each enclosure, identified by an icon and an enclosure number,
aswell as one of the following expressed in text:
* OK —All components are optimal.

* Critical — Some component has failed; one more failure may result
in dataloss.

» Failed — A failure has occurred that may result in dataloss.
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The access status of each enclosure, which indicates the controller’s ability
to communicate with the enclosure. The status values are:

 OK —Accessisoptimal.

* Critical — Only one access path remains of the several that were
detected previoudly. If the last access path islost, the controller will
take stepsto protect the data.

» Lost—The enclosure is unreachable by the controller. Any failures
in the enclosure while this state exists will not be sensed by the
controller.

The speed of the fansin the enclosure. Each fan is designated with a number,
the values are:

* Absent — Thefanisnot installed, or hasfailed in an undetectable
way.

* OK —Thefanisoptimal. Fan speed is shown as either Stopped,
Low, or High. (Speed is not shown for SAF-TE enclosures.)

» Falled—Thefanisinstaled, but has failed.

The status of the power suppliesin the enclosure. Each power supply is
designated with a number. The status values are:

» Absent — The power supply isnot installed, or hasfailed in an
undetectable way.

* OK —The power supply is optimal.
» Failed — The power supply isinstalled, but has failed.

The status of the temperature sensors in the enclosure. Each temperature
sensor is designated with a number. The status values are:

» Absent — The temperature sensor is not installed, or hasfailed in an
undetectable way.

» OK —The temperature sensor is optimal. Two additional items are
displayed with this state: Celsius Temperature (range for SESis-19°
to +235° range for SAF-TE is-10° to +245°); Over Temperature
Warning (OT).

» Failed — The temperature sensor isinstalled, but has failed.

The status of the alarmsin the enclosure. Each alarm is designated with a
number, the status values are:
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* Absent — Theaarm isnot installed, or has failed in an undetectable
way.

* OK —Theaarmisoptimal. One additional item is displayed with
this state: ON —the alarm is currently on or sounding.

e Failed—Theaarmisinstalled, but hasfailed.

The status of the enclosure’s connection to one or more Uninterruptable
Power Supplies (UPS). Each UPS is designated with a number. The status
values are:

* Absent — The UPSisnot installed, or has failed in an undetectable
way.

» OK —-TheUPSisoptimal. Three additional items are displayed with
this state: AC Pwr —the UPS is reporting an AC power failure; DC

Pwr —the UPS is reporting a DC power failure; Low Bat —the UPS
can power the system for only 2 to 5 more minutes.

» Falled—TheUPSisinstaled, but has failed.
Error status for troubleshooting purposes. Error status for an enclosureis
reported in aformat similar to the following example:

0 Addressing 25 02:03 04:05
e (isthe error number.

* Addressing isthe error type.

e 25isthe ALPA (Arbitrated Loop/Port Address) of the drivein
guestion.

* 02:03 isthefirst known channel and target to which the ALPA is
mapped.

* 04:05 isthe second known channel and target to which the ALPA is
mapped.

An information field which contains most of the items listed on the
Information page for easier cross-reference.

Highlight an enclosure and the Locate button will become available. Click
the Locate button to “blink” the LEDs of all of the physical drivesin the
enclosure to reveal itslocation. A locate enclosure dialog box will open,
click OK or pressthe Enter key to end the locate operation and return to
normal status.

5-20 GAM Client User's Guide



Monitoring

Click the Close button or press the Enter key to close the dialog box.

SCSI Enclosures

Among the stack of drives displayed in achannel tower of the Controller
View window, you will find an enclosure depicted. Itsicon looks something
like this:

Double-click the enclosure icon to display enclosure information about the
enclosure icon (Figure 5-16).

Enclosure Device Information (Channel:0 Target:15 L x|

—Device Inguiry Data
“endor : Product Revizion : COO7
Bus Width . & Bits(Marrow]  Sync ;Mo Soft Reset @ Mo
ANS] Version @ SCSI-2 Linked : Mo CmdEue Mo
—Device State
Tranzfer Speed | ASYRNC Busyidth @ & Bits(Marrow)

Cloze

Figure 5-16. Processor Device (Enclosure) Information: SCSI

Processor Device Information displays the following about the currently-
selected enclosure/processor:

Processor/Enclosure Information: SCSI

» Device Inquiry Datainformation, such as vendor, product, product
revision, bus width, etc.

» Device State information, such as transfer speed and bus width
Click the Close button to close the dialog box.
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Process Status Monitoring

This section describes the various ways to monitor long operation tasks.

Background and Foreground Initialization Status

While background or foreground initialization is performed, open the
Background or Foreground I nitialization Status box as shown in Figure 5-17
to monitor the progress of or cancel the process.

Wiew  Administration  wWindomw  Help

v Global Stakus Yiew. ..
v Conkroller Yiew. .
v Log Information viewer

Foreground Initialize Skatus. .. k

Background Initialize Status. ..
Rebuild Status, ..

Cansistency Check Skatus. |,
Expand Capacity Stakus, .,
Patrol Read Status. ..

Error Table

Cluster Map

Figure 5-17. Foreground Initialization Status Shown

Initialize Status [Controller-2]

Dirive Cancel ZDhaone
o O I K3
1 O I K3
Selectal | e ol | Cancel..

Figure 5-18. Foreground Initialization Status Box Shown

The Initialize Status box (Figure 5-18) displays the progress of one or more
full logical drive initiaizations.

To cancel ALL Foreground drive initializations at the same time...
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Click the Select All button, which selects all drives for cancellation, then
click Cancel to stop al theinitializations.

To cancel individual drive initializations...

Check the box(es) of the drive(s) to cancel, then click Cancel to stop only
those initializations.

If all drives are selected for cancellation and you wish to reverse that...
1. Click the Clear All button, which deselects all drives for cancellation.
2. Click Closeto close the Initialize Status box at any time.

Rebuild Status

If arebuild processis currently underway, open the Rebuild Status box as
shown in Figure 5-19 to monitor the rebuild progress or cancel the process.

W Administration  wWindoms  Help
v Global Status Yiew. .,
v Controller Yiew. ..

v Log Information Yiewer

Foregraund Initialize Status, .,
Backgraund Initialize Status, ..

Consistency Check Sgus. i

Expand Capacity Shatus, .,
Patrol Read Status., ..

Error Table
Zluster Map

Figure 5-19. Select ‘“Rebuild Status”

The Rebuild Status box (Figure 5-20) displays the progress of a physical
drive rebuild. The command rebuilds all logical drivesthat occupy any
portion of the targeted physical drive.
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Rebuild Status [Controller-2) M= B3 |

Current Phozsical Drive < O

" 41 % Completed

Cancel ... |

Figure 5-20. Rebuild Status Box

Click Cancel to stop the rebuild. You may need to check the Views menu to
seeif Rebuild Status is till enabled. If so, you may need to cancel other
rebuilds as well.

Click Close to close the Rebuild Status box at any time.

Consistency Check Status

If aconsistency check processis currently underway, open the Consistency
Check Status box as shown in Figure 5-21 to monitor the consistency check
progress or cancel the process.

W Administration  wWindoms  Help
v Global Status Yiew. .,
v Controller Yiew. ..

v Log Information Yiewer

Foregraund Initialize Status, .,
Backgraund Initialize Status, ..
Rebuild Status, ..

Consiskency Check Status. ..

Expand Capacity Shatus, ., k
Patrol Read Status., ..

Error Table
Zluster Map

Figure 5-21. Select “Consistency Check Status”

The Consistency Check Status box (Figure 5-22) displays the progress of a
logical drive consistency check.
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Conszistency Check Status [Controller-3] E E |

Current Logical Drive . O

’— 28% Completed

Cancel ... |

Figure 5-22. Consistency Check Status Box

Click Cancel to stop the consistency check. You may need to check the
Views menu to seeif Consistency Check Status is still enabled. If so, you
may need to cancel other consistency checks aswell.

Click Close to close the Consistency Check Status box at any time.

Expand Capacity Status

If an expand array (also called “MORE2") processis currently underway,
open the Expand Capacity Status box as shown in Figure 5-23 to monitor the
progress of this process. This status box is aso used to monitor a
defragmentation.

W Adminiskration  Window  Help
v Global Status Wiew., .
v Controller Yiew. .,
v Log Information Viewer

Foreground Initalize Skatus, ..
Background Initialize Skatus. ..
Rebuild Status. ..

Zonsistency Check Status. .

E:xpand Capacity Status, ..
Patrol Read Status, .

Error Table
Cluster Map

Figure 5-23. Select “Expand Capacity Status”

The Expand Capacity Status box (Figure 5-24) displays the progress of a
disk array capacity expansion or defragmentation.
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Expand Capacity/Online RAID Expansion Status (C 2 x|

Current Logical Drive : O

’, 2% Data migration completed

Cloze

Figure 5-24. Expand Capacity Status Box

WARNING

Expand Capacity cannot be canceled.

Click Close to close the Expand Capacity Status box at any time.

Patrol Status

To monitor the Patrol Read Status, open the Patrol Status box as shown in
Figure 5-25.

W Administration  wWindoms  Help
v Global Status Yiew. .,
v Controller Yiew. ..

v Log Information Yiewer

Foregraund Initialize Status, .,
Backgraund Initialize Status, ..
Rebuild Status, ..

Consistency Check Skatus, .,
Expand Capacity Shatus, .,

Patrol Read Status. .

Error Table
Zluster Map

Figure 5-25. Select “Patrol Read Status”

The Patrol Read Status dialog box displays (Figure 5-26). You can start the
Patrol Read operation from the point it was stopped. If it was never enabled,
the Patrol Read operation will start from the beginning. This feature will
enablethe GAM Client to poll every 1 minute to get new status datafrom the
controller.
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Once you click on the Start button to begin the Patrol Read operation, the
Start button will change to Stop. Click the Stop button to end Patrol Reading.

21x
Fatrol Read lterations Completed gince start up: i}
Patrol Read completed in Current [teration: 0z

Start I Cloze |

Figure 5-26. Patrol Read Status Dialog Box
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Battery Backup Unit Monitoring and Maintenance

If your controller is equipped with an Intelligent Battery Backup Unit
(BBU), you will be able to open the BBU dialog box as shown in
Figure 5-27:

Adrniniztration

Sign On...

Liefine Server Groups...

Select Current Server Group... Chrl+G
Select Current Controller... Chrl+C

Baid Assist...

Initialize Logical Drives...
Controller Information...
Enclasurelhfamiation. .
Controller Qptions. ..
Physical Device Options. ..

Inteligent BBL...

Scan Devices

Locate Array...

Advanced Functions. .. 3

Settings...

Figure 5-27. Select “Intelligent BBU”

Figure 5-28 shows the Intelligent BBU window for new Mylex PCI RAID
Controllers.

Intelligent Battery Backup Unit HE

— Pawer Levels —Battery Status———————— [~ Achons

10.0 Low Pawer Threshaold unknown  Battery Tepe " Set Low Power Threshold
" Recondition B atterny

0.0 Current Power IIj Yersion £ Dizcharge Eatten

" Fast Charge
0.0 M amirnurn Power I_ Low Pawer Alarm o Stop Hecandition

[T Mever Beconditioned

% Charge Level [ Reconditioning Needed " |

_ [ Reconditioning &ctive
Display: " Minutes & Hours [ Fast Charging Active

Refresh |

1117

[ Discharging Active

Cancel |

Figure 5-28. Intelligent BBU — New PCI Controllers

The Intelligent Battery Backup Unit (BBU) dialog box is used to monitor
and charge or recharge the backup battery pack on the controller. This
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battery pack maintains the controller's datain RAM in case AC power islost
to the disk storage system. When a new battery is needed, the BBU dialog
indicates this by showing the battery can no longer take or hold a charge.
This dialog box is also used after an old battery pack is replaced with a new
one. The new battery must be fully discharged before it can be charged up.

Prior to beginning normal operations, IBM recommends that you condition
the battery for maximum longevity. See “Conditioning the Battery” on page
5-31.

Power Levels

The Power Levels area of the Intelligent Battery Backup Unit dialog box
contains the following:

* Low Power Threshold. A preset or modifiable power level, expressed
as hours or minutes of charge, used to trigger an alarm when the battery
power level drops below the set value. Set athreshold, select “ Set Low
Power Threshold” under Actions, then click Apply to set the new
value.

» Current Power. The current power level of the battery expressed as
hours or minutes of charge. This value will change as the battery is
discharged or charged.

* Maximum Power. The highest level the battery has been charged up to
expressed as hours or minutes of charge. This value will change as the
battery ages and is reconditioned. The older the battery gets, the less
charge it can contain.

* % Charge Level. The battery's charge level, where 100% means the
battery has been charged up to its maximum level.

* Display: Minutes. Displays power values in minutes.
» Display: Hours. Displays power values in hours and tenths of hours.

* Refresh. Updates the Power Levels and Battery Status groups. It is
useful during alengthy operation such as a recondition to update the
dialog without leaving it and re-entering.

Battery Status

The Battery Status area of the Intelligent Battery Backup Unit dialog box
contains the following:
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Battery Type. The battery pack type. Available options are Ni-Cad or
Unknown.

Version. Version number for the controller. Version selection numbers
arefrom 0 to 255. The version number used for thefirst releaseis 1 for
the controller production release.

The following are read-only checkbox items which indicate the battery
status:

Low Power Alarm. A low power condition exists as defined when the
Current Power value drops below the Low Power Threshold value.

Never Reconditioned. Battery has not been fully discharged before it
was charged up. A new battery will have this checked until it has been
fully discharged and then charged by the Recondition Battery selection
under Actions.

Reconditioning Needed. Battery has not been reconditioned within 30
discharge/charge cycles. Select “Recondition Battery” under Actions,
then click Apply.

Reconditioning Active. Process of discharging/recharging the battery
isunderway. Allow the process to complete or it will haveto be
repeated. If you do need to interrupt reconditioning, select “ Stop
Recondition” under Actions, then click Apply.

Fast Charging Active. Battery is being charged. A fast charge also
occurs when the controller is powered on.

Discharging Active. Battery is currently discharging, whichisthe first
stage of a Recondition Battery action.

Actions

The Actions area of the Intelligent Battery Backup Unit dialog box contains
the following:

Set Low Power Threshold. Edit the Low Power Threshold field under
Power Levels. To change the threshold to this new setting, select Set
Low Power Threshold, then click Apply.

Recondition Battery. To initiate a battery recondition sequence, select
Recondition Battery, then click Apply. The controller cacheisplacedin
conservative cache mode (Write Through) while the battery’s capacity
remains below the determined threshold.
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» Discharge Battery. Currently inactive. Reserved for future use.

» Fast Charge. To initiate afast charge on the battery, select Fast
Charge, then click Apply. A fast charge aso occurs when the controller
is powered on.

» Stop Recondition. Only enabled when arecondition processis
underway. To stop the recondition process, select Stop Recondition,
then click Apply.

» Apply. Applies and saves the changes made in the BBU dialog box.

* Cancel. Exitsthe dialog box but does not stop the current action.

Conditioning the Battery

A full battery condition cycle consists of discharging and recharging the
battery. The condition cycle must start with afully charged battery. Normally
the battery is automatically recharged, but in a new system or a system that
has been subjected to a power outage, recharging may be necessary and may
take several hours.

@ Note
Do not interrupt the reconditioning process.
The system administrator must initiate the condition cycle manually. The
condition cycle must complete without an interruption of power. In addition,
the operator must not interrupt the cycle by initiating afast charge or another

condition cycle. If the cycleisinterrupted for any reason, the batteries must
be recharged and the recondition process must be restarted.

@ Note

During the reconditioning, write back cache mode
will be disabled. This may slow normal operations.
Therefore, schedule this operation accordingly.

To ensure that the battery is fully charged and properly conditioned:

1. Choose Intelligent BBU from the Administration menu if the BBU
dialog box is not currently displayed.

2. Make surethe “% Charge Level” is 100. If the battery is currently
charging, Do Not continue until the Charge Level is 100.

3. Under Actions, select Recondition Battery, then click Apply.
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Chapter 6
Maintenance Processes

Introduction

Maintenance processes include the following activities which you may need
to perform from time to time on arrays that use redundancy and/or fault
tolerance, or to maintain the most up-to-date firmware maintenance rel eases:

* Running alogical driveinitialization.

* Running a consistency check on alogical drive to examine (and
optionally restore) consistency (parity). Encountered errors will be
written to the Error Table.

* Running adatarebuild on aphysical drive that replaces adrive that
went dead or offline.

» Upgrading Mylex PCI Controller firmware, BIOS, boot block, or BIOS
Configuration Utility.

» Defragmenting an Array.
» Clearing a configuration.
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Running a Logical Drive Initialization

Logical drive initialization offers the ability to run afull initialization of
logical drives at atime of your choice, not just immediately following a new
configuration. If it’'sinconvenient to follow a configuration immediately
with alogical drive initialization, you can decline the initialization and use
this menu item to start the process at alater time.

To open Initialize Logical Drives click Administration->Initialize Logical
Drives on the menu bar as shown in Figure 6-1.

Adrninistration

Siam ..

Dl S emen EoiE s,
Selech Burent Semnen EraumE..
Select Current Controller...

[EtrlHE
Chil+C

BaID Agsigt...

Initialize Logical Drives...
Controller Information... k
Enclasurelhfamiation. .
Controller Qptions. ..

Physical Device Options. ..
Inteligent BBL...

Scan Devices

Advanced Functions...

Seftings...

Figure 6-1. Select “Initialize Logical Drives”

An Initialize Logical Drives dialog box opens (Figure 6-2).

Initialize Logical Drives
—Uninitialized Logical Drives —Initislized Logical Drives
Initislize? Drive  Size (MB) Initislize? Drive  Size (MB)
O 0 1000
] 1 1000
Select Al | = | | Select Al | Clear Al |
‘ Total: |1 Crives |1DDD MB ‘ OK Cancel |

Figure 6-2. Initialize Logical Drives Dialog Box

GAM Client User’'s Guide



Maintenance Processes

To select logical drivestoinitialize, check the desired checkboxes next to the
appropriate logical drive. Click The OK button or press the Enter key to

begin the initialization. A Warning message dialog box will open for
confirmation.

WARNING E3

® &l dats on the selected Logical Drives will be lost

If you seant to proceed, confirm by typing the word YES: YES

Cancel |

Figure 6-3. Initialization Confirmation Dialog Box

Type Y ES to confirm the initialization and click the OK button or press the
Enter key. The Initialize Status Dialog box opens (Figure 6-4).

Initialize Status [Controller-0)

Drive  Cancel Folone

1 O I 70

Select All | = | |

waneel

Figure 6-4. Initialize Status Dialog Box

This dialog box is used to monitor and/or cancel initialization. See * Process
Status Monitoring” on page 5-22 for more information.

Manual No. SA67-0049-01 6-3



Running a Logical Drive Consistency Check

Running a Logical Drive Consistency Check

From time to time run a consistency check on each of your fault tolerant
logical drives. This check scansthe logical drive to determine whether
consistency data has become corrupted and needsto be restored. If you have
reason to believe that logical drive consistency datais corrupted, or if you
wish to run a consistency check for maintenance reasons, perform the
following procedure:

1. Double-click alogical drive in Controller View (right side of a
Controller View window).

2. Click the Consistency Check button in the Logical Drive Information
dialog box to begin.

A message is displayed asking if you would like consistency to be restored
in the event of errors (Figure 6-5):

+ Consistency Check E

@ Restore congsistency i emors are found during the conzsistency check?

ez

Figure 6-5. Restore Consistency If Errors Are Found?

3. Click Yesto restore consistency during the process.

A Caution

If consistency datais badly corrupted on alogical
drive, attempting to restore consistency may result in
corrupted real data. Use the Yes option with caution.

Click Noif you just want to carry out the consistency check. Thereis
no risk of dataloss. Errors will still be reported to the Error Table but
no attempt will be made to correct them.

Consistency Check runs and the Consistency Check Status box appears (see
the previous chapter). Close the box and continue or |eave the box open until
Consistency Check has completed.
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Running a Device Rebuild

If asingle device in afault tolerant system fails, the system is spared data
loss by virtue of the striping with parity present across the logical drive
(RAID 3, RAID 5) or the total redundancy of data (RAID 1, RAID 0+1).
The failed drive needs to be replaced, and the failed drive's data must be
rebuilt on a new drive to restore the system to fault tolerance once again.

The device rebuild function performs this task. A failed drive's data can be
rebuilt to:
» Theoriginal driveif this drive happensto be still functional,
* A hot spare (standby) drive present for just this purpose, or
* A driveinserted in place of the failed drive.
If you need to carry out a device rebuild, perform the following procedure:
1. Reinsert the removed drive that caused the failure (if it is still agood
drive), or replace the failed drive with a new drive of equal or greater
capacity.
2. Double-click the relevant physical devicein the Controller View
window.

The Disk Device Information dialog box will open, and the Rebuild
button should be available (Figure 6-6).

Disk Device Information {(Channel:0 Target:1 Lun:0) 2 x|

—Device Inguiry Data
YWendar (=]] Prociuct :  DGHS0SD Revizion : 03ED
Bus Wictth : 16 SYnc Yes Linked: “es Soft Reset: Mo
ANS| Yersion: SCEI-3 MRIE Made : 15 CmdGue : Yes
Serial : G320 AB06GAGSPMTOIE
—Device State
Mego. Transfer Speed : 40 MBISec Status : on Line
Mego. Bus \Width : 16 Bit=Vice) Sector Size: 912 Bytes
Physical Capacity : 5748 MB Config. Size: 8732 MB
—Device Errors
Soft Errors : 0 Parity Errors: 0 Reset Errors |
Hard Errars a hisc Errors 1] FF& Count: 0
Rebuild fake Ready | fake Cnline | ake Offline | Locate. .. |

Figure 6-6. Rebuild Button Available for This Disk Device
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Running a Device Rebuild

3. Click the Rebuild button in the Disk Device Information dialog box.

Rebuild runs and the Rebuild Status box appears (see the previous chapter).
Close the box and continue or leave the box open until Rebuild has
completed.

When rebuild has completed, the selected physical device AND the logical
drive(s) of which it isapart are returned to operationa status. If you cancel
rebuild, the device returnsto its offline (dead) status (red X), and the logical
drives that occupy this physical device all go to critical status (yellow
exclamation point). You must complete a future rebuild to return the
physical device and logical drive(s) to operational status.
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Using the Flash Utility

The Flash Utility is used to upgrade firmware, BIOS, boot block, and BIOS
Configuration Utility software by “flashing” the new code stored in an
identified .IMG file to the on-board BIOS of the Mylex PCI Disk Array
Controller. As maintenance releases of this code become available, this
utility allows you to keep your controller current using GAM.

A Caution

If Expand Array (Expand Capacity) is running or was
stopped, you must allow the processto run to
completion BEFORE replacing controllers and
flashing new firmware. Otherwise, data corruption
may result!

Open the Flash Utility as shown in Figure 6-7:

Administration

Sign O

[MEfime SErvEn FupE..

SelechEurent FemvenEaunE . Bty +5
Select Current Contraller... Cir+C

BaAID dasist.

Initialize Logical Drives...
Contraller Information...
Enelostne | Riarmatiarn. .
Controller Options....
Phyzical Device Ophions...
Irteliment BRI

Scan Devices

Advanced Functions. .
Settingz. .. t!

PaTHpilot

Figure 6-7. Select “Flash Utility”
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Using the Flash Utility

The Flash Utility dialog box appears as shown in Figure 6-8:

Flagh Utility EHE
— Flash file selection
I Browse... |
— Current RaM information
Fecord Type | Wergion | Tumn Mo, | Build DM Flash Date | Image Size ﬂ
BootBlock 4.04 28 02-30-1998  02-31-1938 16384
Firmware 4.05 27 04-01-1998  04-04-1938 229376
Rins 41N n M-N7-19948 12171998 377RR i
4 r F _’I_I
Start Elash.. | Lloze I

Figure 6-8. Flash Utility Dialog Box

Under Current RAM Information, you see displayed the key information
regarding the code that is currently stored in the BIOS of your selected
controller. Thisinformation is helpful for diagnostic and troubleshooting
purposes as well as to determine whether you need to upgrade some aspect
of the firmware, BIOS, etc.

To perform a flash upgrade:

1. Typethe name of the appropriate image file (.IMG) in the Flash file
selection box, or click the Browse button to locate the file.

If you select Browse, the Open Image file dialog box is displayed as
shown in Figure 6-9:
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Open image Fle EE

Lok, in: I = 3% Floppy [&:]

File name: IBcu.img Open I
Files of type: ID:untn:uIIer firrmware image files [*.img] j Cancel |

Figure 6-9. Open Image File Dialog Box

2. Select theimage filename using the file selection dialog box.
3. Click Open.

Once you' ve specified an appropriate image file, the Start Flash button
becomes available in the Flash Utility dialog box, and the Flash file
selection area displays details regarding the .IMG file (Figure 6-10).

Flash Utility H

— Flazh filz zelection

I.l'-\:'\B cuLimg

ImageT ype = BCU
File Infa =%er 4.78-08 Relzazed on Aug 04 1998, EncodingFormat = Zipped
bk ajoryerzion = 4, Minorerzsion = 78, Tumbumber = 0, BuildMumber = 8

— Current BAM information

Record Typel Wersion | Turn Nu:u.| Build Date | Flagh Date | Image Size | -
BootBlock, 4.04 28 02301998 02-31-1933 16384 —
Firrwware 4.05 27 04-01-1998 04-04-1998 229376

Ripiz 410 1 M1-N7-1998 F?-1 71998 3PFRA _ILI
4 4

Start Flazh... | LCloze |

Figure 6-10. Additional Flash File Information
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Using the Flash Utility

4. Compare the information for the new .IMG with the current
information to confirm that a flash is warranted (for example, that the
IMG contains a newer version of code).

5. Click Start Flash.

Because flashing new code to the controller erases what was there
previously, two levels of confirmation are required to proceed with the flash.

6. Click OK at the first confirmation message.
7. Type YES, then click OK at the second confirmation message.

The controller will be updated with the new code contained inthe .IMG
file.
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Defragmenting an Array

Randomly deleting alogical drive(s) will result in unused spacesin an array.
Use this feature to unify space. You will need the following information
before beginning a defragmentation:

» Thelocation of unused space for the creation of anew logical drive.

» Capacity expansion through MOREZ2 with an unused physical
disk(s).

A transportation model or other logical drivesin the array where the
new logical driveisto be created.

To defragment an array:

1. Select Administration->RAID Assist on the menu bar or the RAID
Assist icon (see Figure 4-7).

2. Click the Manua Configuration button.

3. Click the Defragment Array button, and a Manua Configuration/
Defragment Array Window opens.

Marea Carlimuation Cefracmant dnag (PGCN, Covte=l T

Tiw=lzompe 2 Disk &mEys ]

[ ek Grraws (4= Logied Drteog i- selzobcd array ihB):
IR I = FEHw
1 [=]10202 RAID0
| a1 17340
SdEnn -
MY SR
U w=wy wpave it ulyl
TAAT T W=
Un.zed Dok, JtiveenGlobsl Hot Scares (M T R B2 S
Tre layrsbnmzesl =psie
20000 W=
An |y Sinwe

Figure 6-11. Manual Configuration/Defragment Array

Thiswindow displaysall arrays under the selected controller. The array
at the top of thelist is selected by default. If the selected array has two
or more unused spaces, the Apply button becomes enabled.

The Logical Drivesin the selected array pane shows the RAID level
and size of the logical drives.
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Defragmenting an Array

The Array Space pane shows the following information:

 unused disk space

* total number of unused space (MB) in the array

* thelargest unused space (MB) in the array

Click the Apply button to begin defragmenting. A warning message

box opens (Figure 6-12):
WARNING

Changing configuration is data destructivel

If you wart to procesd, confirm by typing the word YES: I |

Ok I Cancel

Figure 6-12. Defragmentation Warning Message

4. To confirm your decision to defragment, type YES then click OK, or
click Cancel to stop.

5. The Status of the defragmentation can be monitored on the Expand
Capacity Status Window, see “Expand Capacity Status’ on page 5-25.
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Clearing a Configuration

Use the following procedure to clear a configuration.

1. Open the Clear Configuration dialog box, select File>Clear
Configuration.

The Clear Configuration Dialog box opens (see Figure 6-13).

Clear Configuration E |

Diigk. Arrays:
Al

0k I Cancel

Figure 6-13. Clear Configuration Dialog Box

2. Select the disk array(s) that you want to delete.

3. Click OK to clear the configuration. A caution message box will open
(see Figure 6-14).

Clear Configuration (9.68.17.112, Controller-0, gamroot)

& “f'ou are about to clear the configuration. Clearing the configuration will delete all anays and logical drives on this contraller. Data on all logical drives will be
destroyed.

Do you wart to proceed?

Figure 6-14. Clear Configuration Caution Message

4. Click the Yes button to continue.
A warning message box will open (see Figure 6-15).
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Clearing a Configuration

WARNING

® Chanaing configuration is data destructivel

If yau weart to proceed, confirm by typing the word YES: yes

0.4 I Cancel

Figure 6-15. Clear Configuration Warning Message

5. To confirm your decision to clear the selected configuration, type YES
then click OK, or click Cancel to stop.
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Appendix A
Event Information

Global Array Manager provides information about drive and controller
failures, aswell as maintaining an event log. Global Array Manager
classifiesthe eventsit recordsinto five severity levels described in
Table A-1. All event information can also be found in the text file
EventDef .txt in the GAMFiles folder of the GAM directory.

Table A-1. Severity Level Priorities and Descriptions

Severity

Type

Description

0

Critical

Controller failure.

Serious

The failure of a major component within the array
enclosure. For example, a power supply, fan or
physical drive.

Error

A consistency check fails, or a rebuild on a drive
stopped because of errors.

Warning

Global Array Manager has failed to kill a drive, or
failed to start a rebuild.

Informational

Messages such as sign-ons and system
startups. When a consistency check or a rebuild
has finished, for example, or a physical drive has
been put on standby.

Table A-2. GAM Events for PCI Controllers

ID Severity

Description Details Actions

1 4

A physical disk has Rebuild completed. None.
been placed online. | Physical disk was

configured. Manual
on-line was done.
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Table A-2. GAM Events for PCI Controllers

Severity

Description

Details

Actions

4

A physical disk has
been added as hot
spare.

Device was
configured. Manual
hot spare was done.
Automatic hot spare
was done. 'Raidbld'
made it hot spare.

None

An automatic
rebuild has started.

A physical device

failed and spare was
available. A physical
device failed and no
spare was available.
A spare was added.

None.

A rebuild has
started.

Client started the
rebuild on user's
request. User
replacd the failed
device and 'raidbld'
started the rebuild.

None.

Rebuild is over.

Rebuild completed
successfully.

None.

Rebuild is
cancelled.

User cancelled the
rebuild. Higher
priority rebuild
started.

Restart the
rebuild if
required.

Rebuild stopped
with error.

Due to some
unknown error on the
controller, rebuild
failed.

Try rebuild
again.

10

Rebuild stopped
with error. New

physical disk failed.

New physical device
failed. New physical
device may not be
compatible with
MDAC hardware/
firmware.

Replace the
physical disk.

A-2
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Event Information

Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions
11 2 Rebuild stopped At least one more It may not be
because logical physical device failed | possible to
drive failed. inthe array. Baddata | recover from this
table overflow. error. Contact
your service
representative.
12 1 A physical disk has | Aphysicaldiskfailed. | Replace the
failed. A user action caused | physical disk.
the physical disk to
fail.
13 4 A new physical disk | A physical disk has None.
has been found. been powered on. A
new physical disk
has been added.
Controller was
powered on.
Controller was
added. System has
rebooted.
14 4 A physical disk has User removed an Replace the
been removed unconfigured device if needed.
physical disk. An
unconfigured
physical disk failed. A
controller was
removed. A controller
powered off.
15 4 A previously User set the physical None.
configured physical | device to
disk is now unconfigured.
available.
16 4 Expand Capacity User started the None.

Started.

RAID Expansion
operation. A
suspended RAID
Expansion operation
was started.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions
17 4 Expand Capacity RAID Expansion None.
Completed finished.
18 2 Expand Capacity Multiple physical It may not be
Stopped with error. devices failed. possible to
recover from this
error. Contact
your service
representative.
19 3 SCSI command Physical device has Refer to the
timeout on physical been removed. enclosure
device. Physical device manufacturer’s
failed. Command service manual.
time out value is not
correct.
20 0 SCSI command User may have None.
abort on physical requested to abort
disk. the command.
Firmware may have
aborted the
command to recover
from error. The
device may have
aborted the
command.
21 3 SCSI command The command may None.

retried on physical
disk.

have timed out. Bus
reset may have
occured. Device
reset may have
occured.
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Event Information

Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

22 3 Parity error found. A physical device did It may not be
not generate proper possible to
parity. The controller | recover from this
failed, did not check error. Refer to
parity properly. Cable | the enclosure
failed. Improper manufacturer’s
cable length. Another | service manual.
physical device
interfered. Some
outside environment
affected the data on
the cable (eg.radio
frequency signal).

Terminator is not
connected. Improper
termination.

23 3 Soft error found. An error was Run consistency
detected by physical check. If problem
device and data was | occurs
recovered. frequently,

replace the
physical device.

24 3 Misc error found. A physical device If problem
reported some error occurs
which does not fit in frequently,
any category. Read/ replace the
Write command time | physical device.
out. Data over run.

Physical device was
busy when host
attempted to send
command.
25 4 SCSI device reset. Firmware has done None.

reset to recover from
error. User has done
a reset.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions
26 4 Active spare found. Device was None.
configured. Manual
active spare was
done. Automatic
active spare was
done.
27 4 Warm spare found. Device was None.
configured. Manual
warm spare was
done. Automatic
warm spare was
done.
28 2 Request Sense A physical device Read the
Data available. reported an error. request sense
Firmware reported data to
an operational error. understand the
root cause.
29 4 Initialization started. | Host started the Wait till the
initialization. initialization is
completed. If the
system is
shutdown prior
to this process
being completed
the physical
device can be
made useful only
by reinitializing it.
30 4 Initialization Physical device None
completed. initialization
completed
successfully.
31 3 Initialization failed. Physical device Try to initialize

could have some
problems with
supporting the SCSI
format command.

again. Contact
your service
representative.
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Event Information

Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

32 1 Initialization User cancelled the Physical disk

cancelled. operation. must be
initialized again
or the Physical
disk cannot be
used.

33 1 A physical disk Write recovery Replace physical
failed because write | process failed. disk and rebuild
recovery failed. it.

34 1 A physical disk SCSI bus reset Replace physical
failed because failed. disk and rebuild
SCSI bus reset it.
failed.

35 1 A physical disk Double check Replace physical
failed because condition occurred. disk and rebuild
double check it.
condition occured.

36 1 A physical disk Access to the Replace physical
failed because physical disk failed. disk and rebuild
device is missing. it.

37 1 A physical disk Gross error occurred Replace physical
failed because of to the on board SCSI disk and rebuild
gross error on SCSI processor. it.
processor.

38 1 A physical disk The device Replace physical
failed because of responded with an disk and rebuild
bad tag from the invalid tag. it.
device.

39 1 A physical disk SCSI command Replace physical
failed because timed out on the disk and rebuild
command to the device. it.
device timed out.

40 1 A physical disk System reset Replace physical

failed because of
the system reset.

occured.

disk and rebuild
it.

Manual No. SA67-0049-01

A-7



Overview

Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

41 1 A physical disk The device returned Replace physical
failed because of busy status. The disk and rebuild
busy status or parity | SCSI transaction it.
error. with the device met

with parity error.

42 1 A physical disk set Command from host Replace physical
to failed state by set the Physical disk | disk and rebuild
host. to failed state. it.

43 1 A physical disk Device disconnected | Replacephysical
failed because or powered off. Bad disk and rebuild
access to the device. it. Check power
device met with a and cabling.
selection time out.

44 1 A physical disk Physical disk failure. Replace physical
failed because of a disk and rebuild
sequence error in it.
the SCSI bus phase
handling.

45 1 A Physical disk Bad Physical disk or Replace
failed because incompatible device. Physical disk or
device returned an the device and
unknown status. rebuild it.

46 1 A Physical disk Device not spinning, Replace
failed because just turned bad. Physical disk
device is not ready. | Power to the device and rebuild it.

failed. Check power
and rebuild
device.

47 1 A Physical disk Device not Check setup.
failed because connected. Device Check the

device was not
found on start up.

not responding.
Clear configuration
suspend mode
command was
invoked.

startup option
parameters on
the system.
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Event Information

Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

48 1 A Physical disk Bad Physical disk. Replace
failed because write Device write Physical disk
operation of the protected. and rebuild it.
‘Configuration On Check the
Disk' failed. startup option

parameters on
the system.

49 1 A Physical disk Bad Physical disk. Replace
failed because write | Device write Physical disk
operation of 'Bad protected. and rebuild it.
Data Table' failed. Check the

startup option
parameters on
the system.

57 1 Physical disk Physical disk Replace the
missing on startup. missing. Physical disk or

power-on all
enclosures.

58 3 Rebuild startup Device capacity not Replace with a
failed due to lower sufficient for doing disk having
disk capacity. rebuild. sufficient

capacity.

59 3 Physical disk is Physical disk Check FC loop;
switching from a removed or channel replace physical
channel to the other | failed disk if
channel. necessary.

60 2 Temporary-Dead Temporary-Dead Analyze event
physical drive is state caused log to find out
automatically made because of transient why the drive
online. errors was marked

DEAD.

61 4 A standby rebuild A physical device None.

has started.

failed and spare was
available.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions
62 4 Hot spare replaced The new hot spare None.
with a smaller may have a smaller
capacity physical physical capacity
disk. than the physical disk
it replaced.
The controller's
coercion setting may
have reduced the
configurable size of
the new hot spare.
63 3 A storage access PathPilotreportedan | None. This
path has come access path has indicates that
online. become available. storage access
Storage previously has been
unavailable has restored.
become available
again.
64 3 A storage access PathPilotis unableto | Investigate
path has been lost. access certain possible causes;
storage on any path. e.g., cabling,
Storage previously controlleror HBA
available is now failure.
unavailable.
65 3 A storage access PathPilotis unableto | Investigate
path has shifted to access storage on possible causes;
the alternate path. the original path but e.g., cabling,
is able to use the controlleror HBA
alternate path. failure.
A PathPilot failover
has occurred.
66 0 A storage access PathPilot is again None. This
path has shifted to able to access indicates that the
the primary path. certain storage on primary path has
the original path. been restored.
A PathPilot failback
has occurred.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

128 | 4 Consistency check User started a None.
is started. consistency check.

Raidbld started
consistency check.

129 | 4 Consistency check Consistency check None.
is finished. completed

successfully without
detecting any errors.

130 | 3 Consistency check User cancelled the Restart
is cancelled. consistency check. consistency

check, if
required.

131 | 2 Consistency check Inconsistent data See bad block
on logical drive was found. Bad and request
error. sectors were found. sense table for

A physical device more
reliability problem. information.

132 | 2 Consistency check A logical device See request
on logical drive became critical. A sense data for
failed. logical device failed. more

information.

133 | 1 Consistency check A physical disk failed. | See request
failed due to sense data for
physical disk failure. more

information.

134 | 1 Logical drive has One/multiple It may not be
been made offline. physical device(s) possible to

failed. recover from this
error. Contact
your service
representative.

135 | 2 Logical drive is One physical device Replace the

critical.

failed.

physical device.
Start the rebuild,
if required.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions
136 | 4 Logical drive has Rebuild completed. None.
been placed online. | User set the physical
disk online. New
configuration was
added.
137 | 4 An automatic A physical disk failed None.
rebuild has started and a spare device
on logical drive. was available. A
spare physical disk
was found and
replaced the failed
device.
138 | 4 A manual rebuild Client started the None.
has started on rebuild on user's
logical drive. request. User
replaced the failed
device and 'Raidbld'
started the rebuild.
139 | 4 Rebuild on logical Rebuild completed None.
drive is over. successfully only for
this logical drive.
140 | 3 Rebuild on logical User cancelled Restart the
drive is cancelled. rebuild. Higher rebuild if
priority rebuild required.
started.
141 | 2 Rebuild stopped Due to an unknown Try rebuild
with error. erroronthe controller | again.
rebuild failed.
142 | 2 Rebuild stopped New physical device Replace the new

with error. New
device failed.

failed. New physical
device is not
compatible with
MDAC hardware/
firmware.

device.

A-12

GAM Client User's Guide



Event Information

Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

143 | 2 Rebuild stopped At least one more It may not be
because logical physical disks failed possible to
drive failed. in the array. recover from this

error. Contact
your service
representative.

144 | 4 Logical drive User started the None.
initialization started. | initialization. Any

previous data is lost.

145 | 4 Logical drive Initialize operation None.
initialization done. completed

successfully.

146 | 3 Logical drive User cancelled the Restart
initialization initialization. initialization if
cancelled. required.

147 | 2 Logical drive One/multiple Refer to the
initialization failed. physical device(s) device failure

failed. Controller has | event.
been removed.

Controller has been

powered off.

148 | 4 A logical drive has A new configuration None.

been found. has been added.
MORE completed. A
new controller has
been plugged in.
Controller has been
powered on. System
has rebooted.

149 | 4 A logical drive has A new configuration None.

been deleted.

has been added. A
new logical device
has been deleted.
Controller has been
removed. Controller
has been powered
off.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions
150 | 4 Expand capacity User started the None.
started. Online RAID
Expansion operation.
151 | 4 Expand Capacity Online RAID None.
Completed. Expansion
completed.
152 | 2 Expand Capacity Multiple physical It may not be
stopped with error. disks failed. possible to
recover from this
error. Contact
your service
representative.
153 | 0 Bad Blocks found Bad sector was Run a
found on a physical Consistency
disk during : Check with the
consistency check/ Restore option.
rebuild/RAID Restore data
Expansion operation. | from a back up.
154 | 4 System drive size A new configuration None.
changed. has been added.
RAID Expansion has
added extra capacity.
155 | 4 System drive type A new configuration None.
changed. has been added.
RAID migration
completed. RAID
Expansion
completed on RAID
1.
156 | 1 Bad data blocks Bad blocks were Restore data

found. Possible
data loss.

found on multiple
physical devices in
same zone.

from a back up.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions
158 | 1 Attempt to read Attempt to read from Restore data
data from block that | block that is already from a back up.
is marked in Bad marked bad in Bad
Data Table. Data Table. Potential
data loss.
159 | 2 Data for Disk Block Data retained in Insure that all the
has beenlostdueto | RAID Cache for a Physical Drives
Logical Drive Write-back Logical related to the
problem. Drive cannot be Logical Drive,
stored to the physical | disk channel,
medium because of enclosure or
Logical Drive cabling are
problem. The Logical | functional and
Drive problem could accessible.
be because of Repair or
multiple physical replace them if
medium error or necessary.
multiple physical
devices offline or
other reasons.
160 | 2 Temporary-Offline Temporary-Offline Verify data from
RAID5/RAID3 array | state caused backup.
is available to the because of transient
user again with the errors in physical
possibility of data drives.
loss in the array.
161 | 2 Temporary-Offline Temporary-Offline No action.
RAIDO+1/RAID1/ state caused
RAIDO/JBOD array because of transient
is available to the errors in physical
user again. drives.
162 | 4 An standby rebuild A physical disk failed None.
has started on and a spare device
logical drive. was available.
256 | 1 Fan Failure. Cable connection is Replace fan.

broken. Fan failure.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions
182 | 2 Low battery charge Controller was Run consistency
level. Logical drive powered off for check to verify
may have lost data. | duration longer than logical drive
battery capacity. consistency. If
User connected a needed, restore
new controller. User data from
connected a new backup.
BBU.
257 | 4 Fan has been Faulty fan has been None.
restored. replaced. Cable is
connected properly.
258 | 2 Fan failure. Cable connection is Replace fan.
broken. Fan failure.
259 | 4 Storage cabinet fan Enclosure Refer to the
is not present. Management enclosure
Connection is manufacturer's
broken.Management | service manual.
hardware failure. Fan
is not present.
272 | 1 Power supply Cable connection is Reconnect cable
failure. broken. Power or replace the
supply failure. power supply as
required.
273 | 4 Power supply has Faulty power supply None.
been restored. has been replaced.
274 | 2 Power supply Cable connection Replace power
failure. broken. Power supply.
supply failure.
275 | 4 Storage cabinet Management Refer to the
power supply is not | connectionisbroken. | enclosure
present. Management manufacturer's

hardware failure.
Power supply is not
present.

service manual.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

288 | 2 Over temperature. Room temperatureis | Turn off the
Temperature is too high. Bad fan. system and
above 70 degrees Bad sensor. allow it to cool
Celsius. down. Adjust the

room
temperature.

289 | 3 Temperature is Room temperatureis | Replace fan.
above 50 degrees high. Turn off the
Celsius. Ean failure. system. Adjust

the room
temperature.

290 | 4 Normaltemperature | Faulty fan has been None.
has been restored. replaced. Room

temperature was

reduced.

291 | 2 Over temperature. Room temperatureis | Turn off the

too high. Fan failure. | system and
allow it to cool
down. Adjust the
room
temperature.

292 | 4 Storage cabinet Enclosure Refer to the
temperature sensor | management enclosure
is not present. connectionisbroken. | manufacturer's

Management service manual.
hardware is bad.

Sensor is not

present.

304 | 2 Storage Works Power supply failed. Followenclosure
enclosure reported Fan failed. Cabinetis | management
failure state. too hot. vendor's

diagnostics and
repair
procedures.

305 | 3 Storage Works Not available. Not available.
enclosure reported
critical state.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

306 | 4 Storage Works Problem has been None.
enclosure reported rectified.
normal state.

320 | 1 Fan failure. Cable connection Replace fan.

broken. Fan failure.

321 | 4 Fan has been Faulty fan has been None.
restored. replaced. Cable is

connected properly.

322 | 4 Fan is not present. Enclosure Refer to the
Management enclosure
Connection is manufacturer's
broken.Management | service manual.
hardware failure. Fan
is not present.

323 | 1 Power supply Cable connection is Replace the
failure. broken. Power power supply.

supply failure.

324 | 4 Power supply has Faulty power supply None.
been restored. has been replaced.

325 | 4 Power supply is not | Management Refer to the
present. connectionisbroken. | enclosure

Management manufacturer's
hardware is bad. service manual.
Power supply is not

present.

326 | 2 Temperatureisover | Roomtemperatureis | Turn off the
safe limit. Failure too high. Fan failure. system and
imminent. Sensor failure. allow it to cool

down. Adjust the
room
temperature.

327 | 3 Temperature is Room temperatureis | Turn off the
above working limit. | too high. Fan failure. system. Adjust

the room

temperature.

Replace fan.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

328 | 4 Normaltemperature | Faulty fan has been None.
has been restored. replaced. Room

temperature was
reduced.

329 | 4 Temperature Enclosure Refer to the
sensor is not management enclosure
present. connectionis broken. | manufacturer's

Management service manual.
hardware failure.

Sensor is not

present.

330 | 3 Enclosure access Enclosure Refer to the

critical. management enclosure
connectionis broken. | manufacturer's
Management service manual.
hardware failure.

331 | 4 Enclosure access Enclosure has been None.
has been restored. fixed or replaced.

332 | 2 Enclosure accessis | Enclosure Refer to the
offline. management enclosure

connectionis broken. | manufacturer's
Management service manual.
hardware failure.

384 | 4 Array management | The server system If you did not
server software (or array expect a system
started management utility reboot,
successfully. server) started. investigate.

385 | 2 Write back error. Data cache write The data may

failed.

have been lost.
Restore the data
from a backup.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

386 | 3 Internal log Too many Reboot the
structures getting configuration system by power
full, PLEASE changes occurred cycling when
SHUTDOWN AND since the last boot. ever convenient.
RESET THE
SYSTEM IN THE
NEAR FUTURE.

388 | O Controller is dead. Hardware failure. Contact your
System is service
disconnecting from representative.
this controller.

389 | 3 Controller has been Controller received a If this was an
reset. reset command. unexpected

event, refer to
the enclosure
manufacturer's
service manual.

390 | 4 Controller is found. New controller has None.

been installed.
Management
software has
restarted.
System has
rebooted.

391 | O Controller is gone. Controller has been None.
System is powered off or has
disconnecting from been reset.
this controller. Controller has been

removed from the
system.

392 | 4 Battery Present A battery module has None.

been detected and is
now operational.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

393 | 3 Battery Power Low. | Battery power is low. If this message

occurs without
power failure,
replace the
Battery.
394 | 4 Battery Power OK. Battery does not None.

have enough power

to enable the write

data cache.

395 [ O Controller is gone. The connection to None.
System is the controller has
disconnecting from been lost.
this controller.

396 | 4 Controller powered Controller was None.
on. removed from the

system. Controller
has been powered
off.

397 | 4 Controller is online. New controller has None.

been installed.

398 | O Controller is gone. Controller was set None.
System is online.
disconnecting from
this controller.

399 | 3 Controller's partner Controller was set If you did not
is gone, controlleris | offline. expect this,
in failover mode investigate.
now.

403 | 1 Installation aborted. Equipment Re-establish

improperly arranged proper
while powered off. arrangement.
404 | 1 Controller firmware Replacement Reload controller

mismatch.

controller with
downlevel firmware
installed.

firmware.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions
405 | 3 Battery Removed. Battery physically Reinstall the
removed. battery.
414 | 3 Soft ECC error Faulty Memory Replace Memory
Corrected. Module. Module.
415 | 3 Physical ECC error Faulty Memory Replace Memory
Corrected. Module. Module.
418 | 2 BBU out of service. BBU will not be able Replace BBU.
to power the cache if
AC power fails.
Firmware will switch
WriteBack logical
drives to
WriteThrough.
427 | 2 Mirror Race Some physical Run consistency
recovery failed. devices may have check and
failed. restore
consistency.
428 | O Mirror Race on Logical device is Replace failed
critical logical drive. critical. physical disk and
rebuild.
429 | 4 Controller One or more None.
connected to controllers detected
cluster. during scan and
entered nexus with
those controllers.
430 | 4 Controller All other controllers If this was an
disconnected from in cluster are unexpected

cluster.

inaccessible due to
controller powered
off or controller
failure or cable
failure.

event, refer to
service manual
and correct the
failure.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

431 | 2 Controller User improperly Run consistency

improperly shutdown the check to verify
shutdown! Data controller that logical drive
may have been lost. | resulted in consistency.
inconsistent logical If needed,
drive and/or data restore data from
loss. backup.

512 | 4 System started. The server system If you did not
(or array expect a system
management utility reboot,
server) started. investigate.

513 | 4 Size table full. Too much physical Remove unused
disk size information size information
is defined. from this system.

514 | 4 User logged in. An array Not available.
management utility
user logged in on the
server system.

515 | 4 User logged out. An array Not available.
management utility
user logged out of
the server system.

516 | 4 Server alive. Reconnected to None.
server. Server
rebooted.

517 | 2 Lost connection to Lost network None.

server, or server is connection to server.
down. Server shutdown.

640 | 3 Channel Failed. Cable disconnected. Plug in cable.

641 | 3 Channel Online. Cable reconnected. None.

896 | 2 Internal Controlleris | Internal Controller is Controller has to

in the hung state.

in the hung state.

be powered off
and on.
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Table A-2. GAM Events for PCI Controllers

ID Severity Description Details Actions

897 | 2 Internal Controller Internal controller is Controller has to
hung. in the hung state. be powered off

and on.

912 | 2 Internal Controller Internal Controller Controller has to
i960 processor has encountered be powered off
error. 1960 processor and on.

specific error.
928 | 2 Internal Controller Internal Controller Controller has to

Strong-ARM
processor error.

has encountered
Strong-ARM
processor specific
error.

be powered off
and on.
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ANSI

American National Standards Institute, a standards organization that
promotes and facilitates understanding among qualified members for the
implementation of agreed upon code and signaling standards and
conformity. ANSI represents the U.S. in the 1SO (International Standards
Organization).

Applet

Small application programs that are usually built into an operating system or
alarger application program and designed to run from within another
application. The built-in writing and drawing programs that come with
Windows are sometimes called “applets.” Applications that run in aweb
browser are often Java-based applets. See also Java.

Application Program

A program designed to perform a specific function directly for the user, or
for another application program. Examples of application programs include
word processors, database programs, Web browsers, development tools,
drawing, paint and image editing programs, and communication programs.

Array

Multiple disk drives configured to behave as a single, independent disk
drive. See adso Disk Array.

Asynchronous Data Transfer

Data transfer not synchronized to a set timing interval. Asynchronous
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devices must wait for asignal from the receiving device after each byte of
data. Compare with Synchronous Data Transfer.

Automatic Rebuild

Mylex controllers provide automatic rebuild capabilities in the event of a
physical disk drive failure. The controller performs arebuild operation
automatically when a disk drive fails and both of the following conditions
aretrue:

A standby or hot spare disk drive of identical or larger size isfound attached
to the same controller;

All system drives that are dependent on the failed disk drive are configured
asaredundant array: RAID 1, RAID 3, RAID 5, or RAID 0+1.

During the automatic rebuild process, system activity continues; however,
system performance may degrade slightly.

Automatic Switchover
See Failover

Background Initialization

Where the initialization process of adisk array takes placein the
background, allowing use of adisk array within seconds instead of severa
hours. Also known as Immediate RAID Availability.

Benchmarks

A set of conditions or criteriaagainst which aproduct or system is measured.
Computer trade magazine laboratories frequently test and compare several
new computers or computer devices against the same set of application
programs, user interactions, and contextual situations. The total context
against which all products are measured and compared is referred to as the

Glossary-2 GAM Client User's Guide



Glossary

benchmark. Programs can be specially designed to provide measurements
for a particular operating system or application.

Berkeley RAID Levels

A family of disk array protection and mapping techniques described by
Garth Gibson, Randy Katz, and David Patterson in papers written while they
were performing research into I/O systems at the University of California at
Berkeley. There are six Berkeley RAID levels, usualy referred to as RAID
Level 0 through RAID Level 5. See also RAID Levels.

BIOS

Basic Input/Output System, software that determines what a computer can
do without accessing programs. The BIOS contains all the code required to
control the keyboard, screen, drives, serial communications, and other
functions. Usually the BIOS is built into aROM chip installed on the
motherboard so that the BIOS will always be available and not affected by
disk failure. Sometimes the BIOS is recorded on a flash memory chip.

BIOS Config Utility

B10OS-based Configuration Utility, a utility program sequence used, upon
powerup, for configuring various hardware elementsin a system.

Booting (or Bootstrapping)

L oading operating system code and other basic software from adisk or other
storage device to help a computer start.

Cache
A temporary storage area for frequently accessed or recently accessed data.
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Cacheis used to speed up data transfer to and from adisk. See also Caching.

Cache Flush

Refersto an operation where all unwritten blocksin a Write-Back Cache are
written to the target disk. This operation is hecessary before powering down
the system.

Cache Line Size

Represents the size of the data“chunk” that will be read or written at one

time, and is set in conjunction with stripe size. Under RAID EzAssist™, the
cache line size (also known as Segment Size) should be based on the stripe
size you selected. The default segment size for Mylex RAID controllersis
8K. See also Stripe Size.

Caching

Allows data to be stored in a pre-designated area of adisk or RAM. Caching
speeds up the operation of RAID systems, disk drives, computers and
servers, or other peripheral devices. See also Cache.

Conservative Cache

An operating mode in which system drives configured with the Write-Back
Caching policy are treated as though they were configured for Write-
Through operation and the cache is flushed.

Consistency Check

A process that verifies the integrity of redundant data. A consistency check
on aRAID 1 or RAID 0+1 configuration (mirroring) checksif the dataon
drives and their mirrored pair are exactly the same. For RAID Level 3 or
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RAID Level 5, aconsistency check calculates the parity from the data
written on the disk and comparesit to the written parity. A consistency check

from Mylex utilities such as Global Array Manager™ (GAM) or RAID

EzAssist™ give the user the ability to have a discrepancy reported and
corrected. See also Parity Check.

Critical State

A Logical Drive isin a“critical” stateif it has been configured at RAID
level 1, 3, 5, or 0+1, and one (and only one) of its SCSI drivesis not
“online.” A logical driveis considered “critical” because any failure of
another of its SCSI drives may result in aloss of data.

Note: 1/O operation can only be performed with system drivesthat are online
or critical.

Cyclical Redundancy Check (CRC)

An error detection tool found on Ultra 160 SCSI (Ultra3 SCSI). Thistool
Increases the odds for error free data.

DACCF

Disk Array Controller Configuration File (utility), a diskette-based
configuration utility for RAID configuration.

Data Transfer Rate

The amount of data per unit of time moved through a channel or /0 bus in
the course of execution of an I/O load, usually expressed in MBps.
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Degraded Mode

A RAID mode used when a component drive has failed.

Device Driver

A software program that controls a particular type of device attached to a
computer, such asa RAID subsystem, printer, display, CD-ROM, disk drive,
efc.

Disk Failure Detection

A RAID controller automatically detects SCSI disk failures. A monitoring
process running on the controller checks, among other things, elapsed time
on all commands issued to disks. A time-out causes the disk to be “reset”
and the command to beretried. If the command times out again, the
controller could take the disk “offline.” Mylex DAC960 controllers also
monitor SCSI bus parity errors and other potential problems. Any disk with
too many errors will also be taken “offline.” See also Offline.

Disk Media Error Management

Mylex controllers transparently manage disk media errors. Disks are
programmed to report errors, even ECC-recoverable errors. If ECC RAM is
installed, the controller will correct ECC errors. When adisk reportsamedia
error during aread, the controller reads the data from the mirror (RAID 1 or
0+1), or computes the data from the other blocks (RAID 3, RAID 5), and
writes the data back to the disk that encountered the error. When adisk
reports a media error during awrite, the controller issues a“reassign”
command to the disk, then writes the data out to a new location on the disk.
Since the problem has been resolved, no error is reported to the system.
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Drive Groups, Drive Packs

A group of individual disk drives (preferably identical) that arelogically tied
to each other and are addressed as a single unit. In some cases this may be
called adrive “pack” when referring to just the physical devices.

All the physical devicesin adrive group should have the same size;
otherwise, each of the disksin the group will effectively have the capacity of
the smallest member. The total size of the drive group will be the size of the
smallest disk in the group multiplied by the number of disksin the group.
For example, if you have 4 disks of 400MB each and 1 disk of 200MB in a
pack, the effective capacity available for useis only 1000MB (5x200), not
1800MB.

Drivers

A software routine that receives I/O requests from higher levels within the
operating system and converts those requests to the protocol required by a
specific hardware device.

ECC

Error Correcting Code, amethod of generating redundant information which
can be used to detect and correct errorsin stored or transmitted data.

EEPROM
Electrically Erasable PROM, see EPROM.

EPROM

Erasable Programmable Read Only Memory, memory which can be erased
and re-used.
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eXtremeRAID™

A family of Mylex RAID controllers which offer uncompromising fault
tolerance, data availability, superior configuration, and management
flexibility. The eXtremeRAID controllers use driver technology, which has
won tpm-C benchmarks worldwide. With this technology, eXtremeRAID
controllers provide the highest performance and most flexible RAID
solution available today.

FAT, FAT 32

File Allocation Table, a distribution table maintained by an operating system
on a hard disk that provides a map of the clusters (the basic unit of logical
storage on a hard disk) that afile has been stored in. FAT 32 supports 32-bit
Processors.

Fault Tolerance, Failure Tolerance

The ability of a system to continue to perform its function even when one of
its components has failed. A fault tolerant system requires redundancy in
disk drives, power supplies, adapters, controllers, and cabling. Mylex RAID
controllers offer high levels of fault tolerance.

Flash ROM

Memory on an adapter containing software that can be reprogrammed
without removing it from the board.

Format

A pre-established layout for data. Programs accept data as input in a certain
format, processit, and provideit as output in the same or another format. All
dataisstored in some format with the expectation that it will be processed by
aprogram that knows how to handle that format.
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Gigabit
10° (1,000,000,000) bits. Abbreviated as Gb.

Gigabyte
230 (1,073,741,824) bytes. Abbreviated as G or GB.

Global Array Manager (GAM)™

A Mylex RAID management utility that allows a system administrator to
configure, monitor, and manage network RAID storage from anywhere in
the world. GAM can communicate critical information viae-mail, fax,
pager, SNMP, or the launching of an application. GAM is everything needed
to manage Mylex PCI RAID Controllers, SCSI Host Adapters, and External
RAID Controllers.

GUI

Graphical User Interface, a software interface that interacts with the user
through color graphics and a mouse.

Immediate RAID Availability

See Background Initialization

Interface

A hardware or software protocol that manages the exchange of data between
the hard disk drive and the computer. The most common interfaces for small
computer systems are ATA (advanced technology attachments), also known
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as IDE (integrated drive electronics), and SCSI.

Internet

A worldwide system of computersthat is apublic, cooperative, and self-
sustaining facility accessible to tens of millions of users worldwide.

Intranet

A network contained within an enterprise, the main purpose of whichis
usually to share company information and computing resources among
employees. An intranet can aso be used to facilitate working in groups and
for teleconferences.

/0

Input/Output, the transmission of information between an external source
and the computer.

I/0O Intensive

An application whose performance depends strongly on the performance of
the 1/0O system.

I/Os Per Second

Number of 1/0 transactions per second.

1,0

Intelligent Input/Output, a driver that uses special 1/0 processesto eliminate
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I/O bottlenecks. The processes deal with interrupt handling, buffering, and
data transfer. An 1,0 driver also includes an OS-specific module (OSM),

which handles higher-level OS details, and a hardware device module
(HDM), which knows how to communicate with certain devices.

ISM

Integrated Software Module, part of the 1,0 package that helps operators
insert special functionsinto the I,0.

Java

A programming language expressly designed for use in the distributed
environment of the Internet and enforces a completely object-oriented view
of programming. Java can be used to create complete application programs
that may run on a single computer or be distributed among servers and
clientsin anetwork. It can also be used to build small application modules,
or applets, for use as part of a Web page.

Kilobyte
210 (1,024). Abbreviated asK or KB.

LAN

Local AreaNetwork, a network of interconnected workstations sharing the
resources of asingle processor or server, typically within the area of a small
office building.

Latency
1. The time between the making of an I/O request and completion of the
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request’s execution. 2. Short for rotational latency, the time between the
completion of a seek and the instant of arrival of the first block of datato be
transferred at the disk’s read/write head.

Logical Drive

The logical devices presented to the operating system. System drives are
presented as available disk drives, each with a capacity specified by the
Mylex RAID controller. See also Storage Device.

Logical Drive States

A logical (system) drive can be Online, Critical, or Offline. Notice that the
term “online” isused for both physical and logical drives.

LUN

Logical Unit Number, a SCSI representation of a system drive on agiven
channel and target ID. This may be asingle device or an array of devices
configured to behave as a single device.

LUN Mapping

A method whereby aLUN ID isassigned to asystem drive, allowing aLUN
to be made accessible through specific controllers and ports using system
drive affinity.

LVD

Low Voltage Differential, aform of SCSI signaling introduced with Ultra2
SCSI (Fast 40 SCSI). LVD uses data high and data low signal linesto
increase transmission distances over those of single-ended (conventional
SCSl signaling) lines. LVD alowsfor cable lengths of up to 12 meters
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(approximately 39 feet) with up to 15 drives. LVD also lowers noise, power
usage, and amplitude.

LVD differsfrom conventional differential signaling in that only positive
and negative values are distinguished, not voltage levels. Other advantages
are that LVD devices consume less power and can sense single-ended
devices on the bus and revert to single-ended signaling. Devices need to be
Ultra2 SCSI LVD drivesin order to take advantage of the LV D signaling.
Mylex AcceleRAID, eXtremeRAID, and DAC FL controllersare LVD
controllers.

Megabit

A million bits; used as acommon unit of measure, relative to timein
seconds, as an expression of atransmission technology's bandwidth or data
transfer rates (abbreviated as Mb). Megabits per second (Mbps) is afrequent
measure of bandwidth on a transmission medium.

Megabyte

220 (1,048,576) bytes. One megabyte can store more than one million
characters. Abbreviated asM or MB.

Mirrored Cache

A cache memory that has duplicate data from another controller. In the event
of failure of the original controller, the second controller can take the cached
data and place it on the disk array.

Mirroring

The complete duplication of data on one disk drive to another disk drive, this
duplication occurs simultaneously with each write operation: each disk will
be the mirror image of the other (also known as RAID Level 1, see RAID
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Levels). All Mylex RAID controllers support mirroring.

M.O.R.E.™

Mylex Online RAID Expansion, an advanced configuration mode that
allows expansion of any unconfigured or hot spare drive into the expandable
drive group while the controller is online with the host. For example, a
system using afive-disk-drive RAID set can add another disk driveto create
asix-disk-drive RAID set. The M.O.R.E. operation can be performed on all
RAID levels except JBOD.

Mylex’'s Global Array Manager (GAM) supports two M.O.R.E. features:

» Expand Capacity allowslogical drive expansion for FFx external
controllers only.

» Expand Array allows array expansion for both PCI and FFx externa
controllers.

During the RAID set expansion process, which includes re-striping data
from the old (smaller) RAID set to the new (expanded) RAID set, the
controller continues to service host 1/0 requests.

NFS

Network File System, a client/server application that lets a computer user
view and optionally store and update files on aremote computer as though
they were on the user's own computer. See also File Server.

NOS

Network Operating System, an operating system that has special features for
connecting computers and peripheral devicesinto aLAN.
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NVRAM

Non-Volatile Random Access Memory, amemory unit equipped with a
battery so that the data stays intact even after the main power had been
switched off.

Offline

A Logical Drive isin an “offline” state if no data can be read from it or
written to it. Offline does not apply to physical disk drives. System
commands issued to offline logical drives are returned with an error status;
no operations can be performed on offline logical drives. See also Logical
Drive States, Critical State, and Online

OLTP

Online Transaction Processing, computer processing where the computer
responds immediately to user requests.

OS

Operating System, software that manages the system resources and provides
the operating environment for application programs.

Parity

A method of providing complete data redundancy while requiring only a
fraction of the storage capacity of mirroring. The data and parity blocks are
divided between the disk drivesin such away that if any single disk driveis
removed or fails, the data on it can be reconstructed using the data on the
remaining disk drives. The parity data may exist on only one disk drive or be
distributed between all disk drivesin a RAID group. See aso Rotated XOR
Redundancy.
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Parity Check

A function used to verify the integrity of data on a system drive. It verifies
that mirror or parity information matches the stored data on the redundant
arrays. If the parity block information isinconsistent with the data blocks,
the controller corrects the inconsistencies. See also Consistency Check.

Partitioning

Where the full usable storage capacity of adisk or array of disks appearsto
an operating environment in the form of several virtual disks whose entire
capacity approximates that of the underlying disk or array.

Physical Device

Any device connected to some kind of hardware. For example, SCSI disk,
fibre disk, network disk, RAM disk, etc.

Platform

An underlying computer system on which application programs can run. A
platform consists of an operating system, the computer system's
coordinating program, and a microprocessor, the microchip in the computer
that performs logic operations and manages data movement in the computer.

Plug and Play

The ability to install peripheral cards or other devices without requiring
manual configuration by the user.

PROM
Programmable Read-Only Memory, memory that users with appropriate
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Instructions can reprogram.

Protocol

A special set of rulesfor transmitting data between two devicesin a
telecommuni cation connection.

Queue

A line of things, commands, or datawaiting to be handled, usually in
sequential order starting at the beginning or top of the line or sequence.

RAID

Redundant Array of Independent Disks, a collection of two or more disks
working together in an array. Mylex RAID controllersimplement this
technology to connect up to 15 SCSI devices per channel. The different
forms of RAID implementation are known as “RAID levels.” See also
Berkeley RAID Levels, Disk Array, and RAID Levels.

The system manager or integrator selects the appropriate RAID level for a
system. This decision will be based on which of the following are to be
emphasized:

» Disk Capacity
» DataAvailability (redundancy or fault tolerance)
» Disk Performance

RAID Advisory Board (RAB)

An association of companies whose primary intention is to standardize
RAID storage systems. IBM is amember of RAB.
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RAID EzAssist™

A Mylex RAID management utility for configuration and maintenance of
RAID controllers.

RAID Levels

Mylex disk array controllers support four RAID Advisory Board approved
(RAID 0, RAID 1, RAID 3, and RAID 5), two specia (RAID 0+1, and
JBOD), and three spanned (RAID 10, 30, and 50) RAID levels. All
DAC960, AcceleRAID, and eXtremeRAID series controllers support these
RAID levels. See also Berkeley RAID Levels.

Level 0: Provides block “striping” across multiple drives, yielding higher
performance than is possible with individual drives. Thislevel does not
provide any redundancy.

Level 1: Drives are paired and mirrored. All datais 100 percent duplicated
on adrive of equivalent size.

Level 3: Datais “striped” across several physical drives. Maintains parity
information which can be used for data recovery.

Level 5: Datais“striped” across several physical drives. For data
redundancy, drives are encoded with rotated XOR redundancy.

Level 0+1: Combines RAID 0 striping and RAID 1 mirroring. Thislevel
provides redundancy through mirroring.

JBOD: Sometimes referred to as “ Just a Bunch of Drives.” Each driveis
operated independently like a normal disk controller, or drives may be
spanned and seen as asingle drive. Thislevel does not provide data
redundancy.

Level 10: Combines RAID 0 striping and RAID 1 mirroring spanned across
multiple drive groups (super drive group). Thislevel provides redundancy
through mirroring and better performance than Level 1 alone.

Level 30: Datais“striped” across multiple drive groups (super drive group).
Maintains parity information, which can be used for data recovery.

Level 50: Datais“striped” across multiple drive groups (super drive group).
For data redundancy, drives are encoded with rotated X OR redundancy.
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Note: The host operating system drivers and software utilities remain
unchanged regardless of the level of RAID installed. The controller makes
the physical configuration and RAID level implementation.

RAID Migration

A feature in RAID subsystemsthat alows for changing a RAID level to
another level without powering down the system.

RAM

Random Access Memory, the “built-in” readable and writable data storage
that comes with (or can be added to) a computer.

Read-Ahead Cache

A caching strategy whereby the computer anticipates data and holdsit in
cache until requested.

Recovery

The process of reconstructing data from afailed disk using data from other
drives.

Redundancy

Theinclusion of extracomponents of agiven typein asystem (beyond those
the system requires to carry out its functions).

Replacement Table

A table that contains information regarding which SCSI devices have been
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replaced by others through standby replacement.

ROM

Read-Only Memory, built-in computer memory containing data that
normally can only be read, not written to. ROM contains the programming
that allows a computer to be “booted up” each time you turn it on. Unlike a
computer's random access memory (RAM), the datain ROM isnot lost when
the computer power isturned off; the ROM is sustained by a small long-life
battery in your computer.

Rotated XOR Redundancy

XOR refersto the Boolean “ Exclusive-OR” operator. Also known as Parity, a
method of providing complete data redundancy while requiring only a
fraction of the storage capacity of mirroring. In a system configured under
RAID 3 or RAID 5 (which require at least three SCSI drives), al dataand
parity blocks are divided amongst the drivesin such away that if any single
driveisremoved (or fails), the data on it can be reconstructed using the data
on the remaining drives. In any RAID 3 or RAID 5 array, the capacity
allocated to redundancy is the equivalent of one drive.

RTC

Real-Time Clock, a clock that keeps track of the time with its own power
supply.

SAF-TE

SCSI Accessed Fault-Tolerant Enclosure, an *“open” specification designed
to provide a comprehensive standardized method to monitor and report
status information on the condition of disk drives, power supplies, and
cooling systems used in high availability LAN servers and storage
subsystems. The specification is independent of hardware 1/0 cabling,
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operating systems, server platforms, and RAID implementation because the
enclosure itself istreated as simply another device on the SCSI bus. Many
other leading server, storage, and RAID controller manufacturers worldwide
have endorsed the SAF-TE specification. Products compliant with the SAF-
TE specification will reduce the cost of managing storage enclosures,
making it easier for aLAN administrator to obtain base-level fault-tolerant
aert notification and statusinformation. All Mylex RAID controllersfeature
SAF-TE.

SAN
See Storage Area Network

SANArray™

Server-independent External RAID Controllers that provide fibre channel
Interface connections to loop or fabric topologies and dual redundant loops
for continuous access to large data pools. These controllers are designed for
homogeneous and heterogeneous operating system setups in Storage Area
Network environments.

SANmapping™

A feature of SANArray external controllers, SANmapping manages drive
allocation and access, and is similar to the programmable LUN Mapping
feature, which isincorporated into this feature. SANmapping is intended for
use in configurations in which multiple host computers attach to one or more
Mylex controllers or to a Storage Area Network (SAN) configuration.

SDRAM

Synchronous Dynamic Random A ccess Memory, aform of dynamic random
access memory (DRAM, atype of memory used in computers) that can be
coordinated or synchronized to the clock speed of the computer.
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Sector

Theunit in which datais physically stored and protected against errors on a
fixed-block architecture disk.

Segment Size
See Cache Line Size

Sequential I/0

A type of read and write operation where entire blocks of data are accessed
one after another in sequence, as opposed to randomly.

Server

A computer program that provides and manages services to other computer
programs on the same or other computers. The computer that a server
program runs on is also frequently referred to asa server. See aso
Application Server.

Session

The period of time between any two consecutive system shutdowns; system
shutdown may be either a power off/on, or a hardware reset.

SMART

Self-Monitoring Analysis and Reporting Technology, the industry standard
reliability prediction indicator for both the ATA/IDE (advanced technol ogy
attachments/integrated drive electronics) and SCSI hard disk drives. Hard
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disk driveswith SMART offer early warning of some hard disk failures so
critical data can be protected.

SMB

Server Message Block protocol, a method for client applicationsin a
computer to read and write to files on, and to request services from server
programs in, a computer network. A client application can read, create, and
update files on the remote server. It can a'so communicate with any server
program that is set up to receive an SMB client request.

SNMP

Simple Network Management Protocol, the protocol governing network
management: for monitoring network devices and their functions.

Software Driver

Set of utilities and instructions for controllers to work in a specific operating
system environment.

Spanning

A process that provides the ability to configure multiple drive packs or parts
of multiple drive packs. In effect, spanning allows the volume used for data
processing to be larger than asingle drive. Spanning increases /0 speeds,
however, the probability of drive failure increases as more drives are added
to adrive pack. Spanned drive packs use striping for data processing. See
also Striping and Drive Groups, Drive Packs.

Storage Area Network (SAN)
A high-speed, open-standard scal able network of storage devicesand servers
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providing accelerated data access.

Stripe Order

The order in which SCSI disk drives appear within adrive group. This order
must be maintained, and is critical to the controller’s ability to “rebuild”
failed drives.

Stripe Size

The size, in kilobytes (1024 bytes) of asingle 1/O operation. A stripe of data
(dataresiding in actual physical disk sectors, which are logically ordered
first to last) isdivided over al disksin the drive group.

Stripe Width
The number of striped SCSI drives within adrive group.

Striping

The storing of a sequential block of incoming data across multiple SCSI
drivesin agroup. For example, if there are 3 SCSI drivesin agroup, the data
will be separated into blocks. Block 1 of the data will be stored on SCSI
drive 1, block 2 on SCSI drive 2, block 3 on SCSI drive 3, block 4 on SCSI
drive 1, block 5 on SCSI drive 2, and so on. This storage method increases
the disk system throughput by ensuring a balanced load among all drives.

Sustained Data Transfer Rate

A rate of datatransfer defined for continuous operation at a maximum speed
level.
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Synchronous Data Transfer

Data transmission synchronized to a defined time interval, and is faster than
asynchronous SCS| because there is no wait for acknowledgment of each
byte from the receiving device (up to 20MHz). Compare with Asynchronous
Data Transfer.

System Disk
The disk on which a system’s operating software is stored.

System Drives
See Logical Drives

TCP/IP

Transmission Control Protocol/Internet Protocol, the basic communication
language or protocol of the Internet. It can also be used as a communications
protocol in intranets and extranets. When set up with direct accessto the
Internet, a computer is provided with a copy of the TCP/IP program just as
every other computer that you may send messagesto or get information from
aso has acopy of TCP/IP.

Terabyte

240

A measure of memory capacity, power; or roughly athousand billion

bytes (that is, athousand gigabytes).

Throughput
The number of 1/0 requests satisfied per unit of time (usually per second).
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TPC-C, Tpm-C

The Transaction Processing Performance Council (TPC) is a standards
organization that measures transaction throughput of systems. One of their
benchmarksis Tpm-C, which reflects price and performance metrics. TPC-C
reflects new order transaction rate, a benchmark for transaction speed.
Mylex products have won consistently high TPC-C resullts.

Transfer Rate

The rate at which data moves between the host computer and storage, input,
or output devices, usually expressed as a number of characters per second.

WAN

Wide Area Network, a geographically broader telecommunication structure
as opposed to alocal area network (LAN) that comprises of two or more
LANSs. A wide area network may be composed entirely of private structures,
but the term also seems to connote the inclusion of public networks and all
kinds of transmission media.

Web

A number of computers, servers, or networks linked together in amatrix. See
also Internet and Intranet.

Write-Back Cache

A caching strategy whereby write operations result in a completion signal
being sent to the host operating system as soon as the cache (not the disk
drive) receives the data to be written. The target disk drive will receive the
data at a more appropriate timein order to increase controller performance.
An optional cache battery backup can be used to protect against data loss as
aresult of apower failure or system crash.
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Write-Through Cache

A caching strategy whereby data is written to the SCSI drive before a
completion statusis returned to the host operating system. This caching
strategy is considered more secure, since a power failurewill belesslikely to
cause loss of data. However, awrite through cache resultsin aslightly lower
performance.

XOR

Exclusive“Or”, acomputer language function that generates parity in RAID
systems; “this or that but not both.”
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